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http://gemma.ujf.cas.cz/∼david/

1 April 2010

A 10 hours course (two one-hour lectures per day) delivered by the author at BCAM,
the Basque Center for Applied Mathematics, Bilbao, in the period 22-26 March 2010,

as a part of BCAM Course on Applied and Computational Mathematics:
http://www.bcamath.org/public courses/ctrl courses.php.

http://gemma.ujf.cas.cz/~david/
http://www.bcamath.org/public_courses/ctrl_courses.php


Contents

I Quantum stability 4

I.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
I.1.1 The crisis of classical physics . . . . . . . . . . . . . . . . 4
I.1.2 The principles of quantum physics . . . . . . . . . . . . . 5
I.1.3 Schrödinger operators . . . . . . . . . . . . . . . . . . . . 5

I.2 Elements of spectral theory . . . . . . . . . . . . . . . . . . . . . 6
I.2.1 Self-adjointness versus symmetry . . . . . . . . . . . . . . 6
I.2.2 Operators defined via sesquilinear forms . . . . . . . . . . 7
I.2.3 Spectra of self-adjoint operators . . . . . . . . . . . . . . 8
I.2.4 Basic tools . . . . . . . . . . . . . . . . . . . . . . . . . . 9

I.3 The Hamiltonian of a free particle . . . . . . . . . . . . . . . . . 12
I.3.1 Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
I.3.2 Spectrum . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

I.4 Definition of Schrödinger operators . . . . . . . . . . . . . . . . . 14
I.4.1 The Hardy inequality . . . . . . . . . . . . . . . . . . . . 14
I.4.2 The stability of matter . . . . . . . . . . . . . . . . . . . . 16

II Ionization and bound states 19

II.1 Subcriticality and Hardy inequality . . . . . . . . . . . . . . . . . 20
II.1.1 Criticality and subcriticality . . . . . . . . . . . . . . . . . 20
II.1.2 The Hardy inequality . . . . . . . . . . . . . . . . . . . . 21
II.1.3 The free Hamiltonian . . . . . . . . . . . . . . . . . . . . 22
II.1.4 Positive perturbations . . . . . . . . . . . . . . . . . . . . 24

II.2 Qualitative analysis . . . . . . . . . . . . . . . . . . . . . . . . . 26
II.2.1 Dirichlet and Neumann bracketings . . . . . . . . . . . . . 27
II.2.2 Stability of the essential spectrum . . . . . . . . . . . . . 29
II.2.3 Basic properties of the discrete spectrum . . . . . . . . . 30

IIIWeak and strong couplings 33

III.1 Leitmotif: quantum square well . . . . . . . . . . . . . . . . . . . 33
III.1.1 The model . . . . . . . . . . . . . . . . . . . . . . . . . . 33
III.1.2 The essential spectrum . . . . . . . . . . . . . . . . . . . . 34
III.1.3 The discrete spectrum . . . . . . . . . . . . . . . . . . . . 34
III.1.4 Dirichlet-Neumann bracketing . . . . . . . . . . . . . . . . 34
III.1.5 The number of bound states . . . . . . . . . . . . . . . . . 35
III.1.6 One dimension . . . . . . . . . . . . . . . . . . . . . . . . 35

III.2 Weak coupling . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
III.2.1 Perturbations of discrete versus essential spectra . . . . . 36

2



CONTENTS 3

III.2.2 Birman-Schwinger principle . . . . . . . . . . . . . . . . . 37
III.2.3 Weak-coupling analysis in one dimension . . . . . . . . . 38
III.2.4 Addenda to Section III.2.3 . . . . . . . . . . . . . . . . . 40

III.3 Strong coupling . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
III.3.1 The result . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
III.3.2 A lower bound . . . . . . . . . . . . . . . . . . . . . . . . 43
III.3.3 Auxiliary results . . . . . . . . . . . . . . . . . . . . . . . 44
III.3.4 An upper bound . . . . . . . . . . . . . . . . . . . . . . . 45
III.3.5 A relation to semiclassical limit . . . . . . . . . . . . . . . 46

III.4 Lieb-Thirring inequalities . . . . . . . . . . . . . . . . . . . . . . 46

IV The nature of essential spectrum 50

IV.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
IV.1.1 Singular and continuous spectra . . . . . . . . . . . . . . 50
IV.1.2 Two examples of embedded eigenvalues . . . . . . . . . . 52

IV.2 The limiting absorption principle . . . . . . . . . . . . . . . . . . 54
IV.2.1 An abstract setting . . . . . . . . . . . . . . . . . . . . . . 54
IV.2.2 The free Hamiltonian . . . . . . . . . . . . . . . . . . . . 55

IV.3 The conjugate operator method . . . . . . . . . . . . . . . . . . . 58
IV.3.1 Heuristic considerations . . . . . . . . . . . . . . . . . . . 58
IV.3.2 The Mourre estimate: an abstract setting . . . . . . . . . 59
IV.3.3 The Mourre estimate: Schrödinger operators . . . . . . . 61
IV.3.4 Control of embedded eigenvalues . . . . . . . . . . . . . . 63
IV.3.5 Absence of singularly continuous spectrum . . . . . . . . 65

V Geometric aspects 67

V.1 The Dirichlet Laplacian . . . . . . . . . . . . . . . . . . . . . . . 67
V.1.1 Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
V.1.2 Glazman’s classification of domains . . . . . . . . . . . . . 69

V.2 Quantum waveguides . . . . . . . . . . . . . . . . . . . . . . . . . 73
V.2.1 The geometry of tubes . . . . . . . . . . . . . . . . . . . . 74
V.2.2 The Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . 76
V.2.3 Shrinking cross-section limit . . . . . . . . . . . . . . . . . 78

A Elements of spectral theory 80

A.1 Unbounded linear operators . . . . . . . . . . . . . . . . . . . . . 80
A.2 Unbounded sesquilinear forms . . . . . . . . . . . . . . . . . . . . 81
A.3 Self-adjointness . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
A.4 Spectrum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

Notation 86



Chapter I

Quantum stability

One of the most striking and important features of quantum mechanics is the
fact that classical dynamical systems which exhibit instability have a stable
quantum version. A primary example is the stability of the world we live in,
i.e. the stability of atoms, which cannot be explained by classical physics. In
this chapter, on the basis of an elementary spectral analysis, we shall see that
the quantum stability is a direct consequence of the mathematical structure of
quantum mechanics.

I.1 Introduction

I.1.1 The crisis of classical physics

There is a strong experimental evidence that our world is composed of atoms
and that an atom looks like a microscopic planetary system (Rutherford’s ex-
periment with α particles). There is a heavy, positively charged nucleus, made
of protons and neutrons, which is surrounded by light, negatively charged elec-
trons. Although the proton is much (about 1800 times) heavier than the elec-
tron, the gravitational force is negligible on the microscopic level and it is rather
the electrostatic, Coulomb force that bound the electrons to orbit around the
nucleus.

Now, the following classical paradox arises: According to the laws of classi-
cal electrodynamics, an accelerated charged particle emits electromagnetic radi-
ation and loses in this way its total energy. Consequently, the electron particle
would move on a spiral trajectory and finally collapse on the nucleus. The atoms
should not be stable. (For instance, the lifetime of a hydrogen atom calculated
according to the classical electrodynamics is less than 1 nanosecond!)

At the same time, the measured spectra of the radiation absorbed or emitted
by an atom consists of discrete frequencies. This suggests that only a discrete set
of electron orbits is allowed. Contrary to the laws of classical physics, according
to which the energy of a planet varies continuously with the dimension of the
orbit, which can be arbitrary.

There are other important experimental facts which cannot be explained
on the level of classical physics, like the corpuscular behaviour of light (pho-
toelectric effect), the particle-wave duality of matter (Bragg’s experiment), the
black-body radiation, etc.
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I.1 Introduction 5

These strong disagreements between experimental data and foundations of
classical mechanics lead to a crisis of physics in the beginning of the last century.
Quantum mechanics was invented on the basis of very practical physical reasons
to explain the paradoxes.

I.1.2 The principles of quantum physics

In quantum mechanics, a physical system is not described in a (finite-dimension-
al) phase space, but in a (usually infinite-dimensional) Hilbert space H. It is
customary to consider the Hilbert space over the complex field (natural setting
for standard quantum mechanics) and to be separable (i.e. it has a countable
orthonormal basis). The inner product in H will be denoted by (·, ·).

A state of the physical system is not described by a point in the phase space,
but rather by a unit vector ψ, called wavefunction, in the Hilbert spaceH. (This
explains the separability assumption about the Hilbert space, since countably
many observations should be enough to determine a physical state.)

Physical observables are not represented by functions on a phase space, but
by self-adjoint operators A on the Hilbert space H. The expectation value of
a bounded observable A for the system in state represented by the unit vector
ψ ∈ H is given by the inner product 〈A〉 := (ψ,Aψ). Moreover, the outcomes
of measuring are determined by the spectrum of A, denoted by σ(A). (These
explain the relevance of self-adjointness, because 〈A〉 and σ(A) are real for self-
adjoint A.)

A distinguished observable is the Hamiltonian H , i.e. the operator corre-
sponding to the total energy of the system, which determines the t-time evolu-
tion of the physical system via the Schrödinger equation

i~
d

dt
ψ = Hψ , (I.1)

where ~ ≈ 10−34J s is the reduced Planck constant.
For time-independent Hamiltonians, the solution of (I.1) is given by

ψ(t) = U(t)ψ0 ,

where ψ0 is an initial datum of (I.1) and U(t) is the unitary group

U(t) := e−(i/~)tH =

∫

σ(H)

e−(i/~)tλ dEH(λ) . (I.2)

Here the second equality follows by the spectral theorem, EH being the spectral
measure of H . That is, the fundamental equation (I.1) is fully solved by the
spectral decomposition of the Hamiltonian H .

I.1.3 Schrödinger operators

For a particle in a position dependent potential field q 7→ V (q), the classical
Hamiltonian is given by the sum of kinetic and potential energies

H =
p2

2m
+ V (q) , (I.3)
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where p is the momentum. It turns out that the quantum counterpart has the
same form, with a proper interpretation of the symbols q, p as position and
momentum operators, respectively.

Since H is a quadratic function of p, while the dependence on q can be quite
complex, it is useful to study (I.1) in the so-called Schrödinger representation.
In this representation, the Hilbert space is identified with the Lebesgue space

H = L2(Rd) , (I.4)

where d is the dimension of the configuration space of the particle, and the
position and momentum operators are represented by the operators

(qψ)(x) = xψ(x) , (pψ)(x) = −i~(∇ψ)(x) , (I.5)

respectively. That is, the position is represented by a multiplication operator
and the momentum by a differential operator. Consequently,

(Hψ)(x) = − ~2

2m
(∆ψ)(x) + (V ψ)(x) . (I.6)

The Hamiltonian of the hydrogen atom can be cast just into the form (I.6),
if m is interpreted as the reduced mass of the electron-proton couple (i.e. m−1 =
m−1
e +m−1

p ) and V is the Coulomb interaction

V (x) = − e
2

|x| ,

with e ≈ 1.6 × 10−19 C being the elementary charge. More generally, for an
electron bound to a nucleus of charge Ze, the Coulomb potential is −Ze2/|x|.
It is important to stress that (I.6) can be a reasonable Hamiltonian for other
many-body systems, too, at least in various approximative regimes (Born-Op-
penheimer approximation in molecular dynamics, effective mass approximation
in semiconductor physics, etc).

Summing up, in view of (I.1), (I.2) and (I.6), many important problems
in quantum mechanics can be reduced to the spectral analysis of the second-
order elliptic partial differential operator of the form (I.6), called Schrödinger
operator. The objective of these lectures is to make the reader familiar with
some basic methods of spectral analysis of this type of operators.

I.2 Elements of spectral theory

We assume that the reader is familiar with the elements of functional analysis
and spectral theory in Hilbert spaces. Here we recall the fundamental notions
we shall need in this chapter. Additional topics can be found in Appendix A.

I.2.1 Self-adjointness versus symmetry

Let H be a separable complex Hilbert space. We adopt the physical convention
by always assuming that the inner product (·, ·) is linear in the second variable
and conjugate linear in the first variable. The corresponding norm will be
denoted by ‖ · ‖.
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A linear operator H on H is, by definition, a linear mapping of a subspace
D(H) ⊂ H into H; D(H) is called the domain of H .

Any bounded operator can be extended by continuity to a bounded operator
in the whole space H. This is no more true for unbounded operators, and
different operator domains usually lead to totally different spectra. In any
case, it is useful to restrict ourselves to operators which are “continuous” in a
generalized sense: we always assume that H is densely defined and closed.

Furthermore, we assume that H is self-adjoint, i.e.,

H∗ = H ,

where H∗ is the adjoint of H . For unbounded operators, there is a great dif-
ference between self-adjoint and symmetric operators. The latter merely means
that H∗ is an extension of H , i.e.,

H∗ ⊃ H .

In other words, a densely defined operator H is symmetric if, and only if,

∀φ, ψ ∈ D(H), (φ,Hψ) = (Hφ,ψ) , (I.7)

while it is self-adjoint if, and only if, it is symmetric and D(H) = D(H∗).
The symmetry relation (I.7) shows that the inner product (ψ,Hψ) defined

for ψ ∈ D(H) is real. A symmetric operator H is said to be bounded from below
if there exists a real constant c such that

∀ψ ∈ D(H), (ψ,Hψ) ≥ c ‖ψ‖2 . (I.8)

In this case we simply write H ≥ c. The symmetric operator H is said to be
non-negative if H ≥ 0.

Both the self-adjointness and boundedness from below of a Hamiltonian H are important
in quantum mechanics. The self-adjointness is necessary for the dynamics to be well defined,
since, by Stone’s theorem [23, Thm. VIII.8], every strongly continuous unitary group arises as
the exponential of a self-adjoint operator. (This is probably the strongest justification for the
usage of self-adjoint Hamiltonians in quantum physics.) The boundedness from below ensures
the stability of the system, since (I.8) implies that the energy is bounded from below.

A given symmetric operator H is not necessarily self-adjoint, and it is im-
portant to know whether it possesses any self-adjoint extension H̃ . From the
general inclusions

H ⊂ H̃ ⊂ H̃∗ ⊂ H∗, (I.9)

it is clear that the problem reduces to extending H till the central inclusion
becomes sharp. This is not easy, however.

I.2.2 Operators defined via sesquilinear forms

An extremely powerful tool for studying Schrödinger operators are sesquilinear
forms. A sesquilinear form on H is a mapping h : D(h) × D(h) → C, with
D(h) ⊂ H, such that ψ 7→ h(φ, ψ) is linear for each fixed φ ∈ D(h) and φ 7→
h(φ, ψ) is semilinear for each fixed ψ ∈ D(h); D(h) is called the domain of h.
Many properties of sesquilinear forms are defined in an obvious way as in the
case of operators. The mapping from D(h) to C defined by ψ 7→ h[ψ] := h(ψ, ψ)
will be called the quadratic form associated with h.
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The correspondence between forms and operators

A convenient way how to construct a self-adjoint extension of a symmetric
operator is given by a one-to-one correspondence between closed symmetric
sesquilinear forms h and self-adjoint operators H which are bounded from be-
low. Schematically:

H
1−1←−−→ h .

Indeed, if h is a densely defined, closed, symmetric form bounded from below,
by the first representation theorem [16, Sec. VI.2.1] (a consequence of the Riesz
theorem), there exists a unique self-adjoint operator H bounded from below
such that D(H) ⊂ D(h) and

∀φ ∈ D(h), ψ ∈ D(H), h(φ, ψ) = (φ,Hψ) .

On the other hand, if H is a self-adjoint operator satisfying H ≥ c, by the
second representation theorem [16, Sec. VI.2.6], the sesquilinear form h defined
by D(h) := D

(
(H−c)1/2

)
and h(φ, ψ) :=

(
(H−c)1/2φ, (H−c)1/2ψ

)
+c(φ, ψ) is

densely defined, closed and symmetric; the operator associated with it via the
first representation theorem coincides with H .

Sesquilinear forms are convenient means for constructing self-adjoint Schrödinger oper-
ators, for the definition of the closed form associated with (I.6) has to take into account
first-order derivatives only. More generally, perhaps the strongest reason for the fact that
sesqulinear forms provide an extremely powerful tool for studying second-order differential
operators is that many such operators with quite different domains have sesquilinear forms
with the same domain.

The Friedrichs extension

We now explain how to find one particular self-adjoint extension of a symmetric
operator. Let H be symmetric and bounded from below. Define the sesqulinear
form h by h(φ, ψ) := (φ,Hψ) for φ, ψ ∈ D(h) := D(H). The form h is clearly
symmetric and bounded from below. Consequently, h is closable; let h̃ denote its
closure. By the first representation theorem, the operator H̃ associated with h̃
is self-adjoint, bounded from below, and indeed H̃ ⊃ H . It satisfies

D(H̃) =
{
ψ ∈ D(h̃)

∣∣∣ ∃η ∈ H, ∀φ ∈ D(h̃), h̃(φ, ψ) = (φ, η)
}
,

H̃ψ = η .

Moreover, D(h) = D(H) is a core for h̃. Such a constructed operator H̃ will be
called the Friedrichs extension of H .

I.2.3 Spectra of self-adjoint operators

The spectrum of a self-adjoint operator H on H is defined by

σ(H) :=
{
λ ∈ C | H − λ is not bijective

}
.

It is easy to see that σ(H) ⊂ R.
We have the following disjoint partition of the spectrum:

σ(H) = σp(H) ∪ σc(H) ,
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where the set of all eigenvalues of H , i.e.,

σp(H) :=
{
λ ∈ R | H − λ is not injective

}

=
{
λ ∈ R | ∃ψ ⊂ D(H), ‖ψ‖ = 1, Hψ = λψ

}

is called the point spectrum of H , and

σc(H) :=
{
λ ∈ R | H − λ is injective but R(H − λ) 6= H

}

is called the continuous spectrum of H . If λ is an eigenvalue of H then the
dimension of the kernel of H − λ is called the (geometric) multiplicity of λ.

We rather use the following, alternative disjoint partition of the spectrum of
a self-adjoint operator H :

σ(H) = σdisc(H) ∪ σess(H) .

Here the discrete spectrum σdisc(H) ⊂ σp(H) consists of those eigenvalues of H
which are isolated points of σ(H) and have finite multiplicity. The complement

σess(H) := σ(H) \ σdisc(H)

is called the essential spectrum of H and, by definition, it contains either accu-
mulation points of σ(H) or isolated eigenvalues of infinite multiplicity.

I.2.4 Basic tools

The spectral theorem is by far the most fundamental tool in the spectral the-
ory of self-adjoint operators. It is essentially a generalization of a well known
result in finite-dimensional Hilbert spaces that any self-adjoint matrix can be
diagonalized.

Theorem I.1 (Spectral theorem). For every self-adjoint operator H on H there
exists exactly one spectral family EH for which

H =

∫

σ(H)

λ dEH(λ) .

(For the notion of spectral family and integration with respect to it, we refer to
[29, Sec. 7.2].)

We shall not use much the spectral theorem itself in these lectures. But we
shall widely use some of its important consequences.

Weyl’s criterion

The following characterization tells us that the points in the (essential) spectrum
can be considered as approximate eigenvalues.

Theorem I.2 (Weyl’s criterion). Let H be a self-adjoint operator on H. A
point λ belongs to σ(H) if, and only if, there exists a sequence {ψn}n∈N ⊂ D(H)
such that

1. ∀n ∈ N, ‖ψn‖ = 1 ,

2. Hψn − λψn −−−−→
n→∞

0 in H.
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Moreover, λ belongs to σess(H) if, and only if, in addition to the above properties

3. ψn
w−−−−→

n→∞
0 in H.

The fact that the sequence satisfying the items 1 and 2 ensures that λ belongs
to the spectrum of H is true for a general (not necessarily self-adjoint) closed
operator. It is a consequence of the spectral theorem that the items 1 and 2
represent a necessary condition too. The sequence satisfying the items 1–3 is
called a singular sequence.

See [29, Sec. 7.4] for a proof of Theorem I.2. An alternative version of Weyl’s
criterion is stated in Theorem III.4.

The minimax principle

The following theorem (known also as the Rayleigh-Ritz variational principle)
provides a variational characterization of eigenvalues below the essential spec-
trum (cf [9, Sec. 4.5]).

Theorem I.3 (Minimax principle). Let H be a self-adjoint operator on H that is
bounded from below, and let h be the associated sesquilinear form. Let {λn}∞n=1

be a non-decreasing sequence of numbers defined by

λn := inf
Ln⊂D(H)

sup
ψ∈Ln

(ψ,Hψ)

‖ψ‖2 = inf
Ln⊂D(h)

sup
ψ∈Ln

h[ψ]

‖ψ‖2 , (I.10)

where Ln is any n-dimensional subspace of the corresponding domain. Then

1. λ∞ := lim
n→∞

λn = inf σess(H) , with the convention that the essential spec-

trum is empty if λ∞ = +∞.

2. {λn}∞n=1 ∩ (−∞, λ∞) = σdisc(H)∩ (−∞, λ∞) , each λn ∈ (−∞, λ∞) being
an eigenvalue of H repeated a number of times equal to its multiplicity.

Summing up, each λn represents either a discrete eigenvalue or the threshold
of the essential spectrum of H . Obviously, if the spectrum of H is purely
discrete (i.e. H is an operator with compact resolvent), all the eigenvalues may
be characterized by this variational principle. In any case, the spectral threshold
of H always coincides with λ1:

Corollary I.1. Under the hypotheses of Theorem I.3,

inf σ(H) = inf
ψ∈D(H)\{0}

(ψ,Hψ)

‖ψ‖2 = inf
ψ∈D(h)\{0}

h[ψ]

‖ψ‖2 . (I.11)

Theorem I.3 is an extremely useful tool in practical problems in quantum
mechanics, (e.g., for computation of eigenvalues of many-body Hamiltonians in
quantum chemistry). In these lectures, however, we shall mainly use the vari-
ational method to obtain qualitative properties of the spectrum of Schrödinger
operators.

Theorem I.3 can be also used to compare the spectra of different operators.

Definition I.1 (Operator inequality). If H−, H+ are two self-adjoint operators
on H that are bounded from below, and h−, h+ are the associated sesquilinear
forms, we write H− ≤ H+ if



I.2 Elements of spectral theory 11

1. D(h−) ⊃ D(h+),

2. ∀ψ ∈ D(h+), h−[ψ] ≤ h+[ψ].

We say that the inequality H− ≤ H+ holds in the sense of quadratic forms.

Let us write λn(H) if we want to point out the dependence of the num-
bers (I.10) on the operator H .

Corollary I.2. If H−, H+ are two self-adjoint operators on H that are bounded
from below and H− ≤ H+, then, for all n ∈ N∗,

λn(H−) ≤ λn(H+) .

The KLMN theorem

Finally, let us state a useful criterion for the stability of closedness of a symmetric
sesquilinear form (cf [16, Sec. VI.1.6]).

Definition I.2 (Relative boundedness of forms). Let h be symmetric and
bounded from below in H. A symmetric form h′ (which need not be bounded
from below) is said to be relatively bounded with respect to h if

1. D(h′) ⊃ D(h),

2. ∀ψ ∈ D(h),
∣∣h′[ψ]

∣∣ ≤ a h[ψ] + b ‖ψ‖2,

where a, b are non-negative constants. Then we write h′ ≺ h. If the constant a
can be chosen less then 1, we write h′ ≺≺ h.

Theorem I.4. Let h be symmetric and bounded from below in H, and let h′ be
symmetric and satisfying h′ ≺≺ h. Then h+ h′ is symmetric and bounded from
below. h+ h′ is closed if, and only if, h is closed.

Combining this result with the representation theorem, we get the following
criterion (an analogue of the Kato-Rellich theorem for forms, called Kato-Lions-
Lax-Milgram-Nelson theorem in [24, Thm. X.17]).

Corollary I.3 (KLMN theorem). Let H be self-adjoint and bounded from below
in H, and let h be the associated sesquilinear form. Let h′ be a symmetric
sesquilinear form satisfying h′ ≺≺ h. Then there exists a unique self-adjoint and
bounded from below operator T , associated with the closed symmetric sesquilinear
form

t := h+ h′ , D(t) := D(h) .

In particular, if h′ is the sesquilinear form associated with a symmetric
operator H ′, the operator T may be regarded as the sum of H and H ′ in a
generalized sense, and we may express this by writing

T = H+̇H ′ .

In general, H
.
+ H ′ ⊃ H +H ′, where the latter is the ordinary (operator) sum

(i.e., D(H +H ′) := D(H) ∩D(H ′)).
If h, h′ are the sesquilinear form associated with self-adjoint operators H ′, H

and h′ ≺ h, H ′ is said to be relatively form-bounded with respect to H . We
write H ′ ≺ H (respectively, H ′ ≺≺ H) if h′ ≺ h (respectively, h′ ≺≺ h).
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I.3 The Hamiltonian of a free particle

In this section we are concerned with the self-adjoint operator generated by the
Laplacian −∆ in Rd. Our approach is not the most direct one, but it will enable
us to acquire some general techniques in the study of Schrödinger operators.

I.3.1 Definition

It is not at all obvious that the differential expression −∆ defines a self-adjoint
operator H0 in H := L2(Rd). A function ψ must be rather smooth and suf-
ficiently fast decaying at infinity if ∆ψ ∈ L2(Rd) is to be meaningful. How-
ever, such a restrictive domain may be too small to ensure the self-adjointness,
cf (I.9). A convenient way how to deal with the problem is the method of
sesquilinear forms as described in Section I.2.2.

We begin with the minimal operator Ḣ0 defined by

D(Ḣ0) := C∞
0 (Rd) , Ḣ0ψ := −∆ψ .

Ḣ0 is a densely defined linear operator in L2(Rd). By an integration by parts,
one can easily check the identity (I.7), hence Ḣ0 is symmetric. Moreover, Ḣ0 is
non-negative because (ψ, Ḣ0ψ) = ‖∇ψ‖2 ≥ 0 for all ψ ∈ D(Ḣ).

We define H0 to be the (self-adjoint) Friedrichs extension of Ḣ0. That is,
H0 is the operator associated with the closure h0 of the quadratic form ḣ0

defined by

D(ḣ0) := C∞
0 (Rd) , ḣ0[ψ] := (ψ,−∆ψ) = ‖∇ψ‖2 .

However, from the theory of Sobolev spaces [3], we know the closure explicitly:

D(h0) = W 1,2
0 (Rd) = W 1,2(Rd) , h0[ψ] = ‖∇ψ‖2 , (I.12)

where ∇ should be interpreted as the distributional gradient.
By the representation theorem, it follows that

D(H0) =
{
ψ ∈ W 1,2(Rd)

∣∣ ∃η ∈ L2(Rd), ∀φ ∈ C∞
0 (Rd), (∇φ,∇ψ) = (φ, η)

}
,

H0ψ = η .

Noticing that the identity (∇φ,∇ψ) = (φ, η) with φ ∈ C∞
0 (Rd) is just the

definition of the distributional Laplacian η = −∆ψ, we are allowed to write

D(H0) =
{
ψ ∈ W 1,2(Rd)

∣∣ ∆ψ ∈ L2(Rd)
}
, H0ψ = −∆ψ .

Now, we clearly have W 2,2(Rd) ⊂ D(H0). The opposite inclusion follows
by standard elliptic regularity theory [13]. Indeed, the generalized solution
ψ ∈ W 1,2(Rd) to the problem −∆ψ = η ∈ L2(Rd) is known to belong to
W 2,2(Rd). We therefore conclude with

D(H0) = W 2,2(Rd) , H0ψ = −∆ψ .

More generally, it turns out that Sobolev spaces are in a sense optimal when dealing with
self-adjoint extensions of symmetric Schrödinger operators.

Remark I.1. By using the Fourier transform [16, Sec. V.5.2], it is possible to
show that Ḣ0 is essentially self-adjoint. Hence, using the uniqueness of self-
adjoint extension of an essentially self-adjoint operator [29, Thm. 8.7], we know
that the closure of Ḣ0 coincides with the Friedrichs extension H0.
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I.3.2 Spectrum

Let us consider the eigenvalue problem H0ψ = λψ. This is equivalent to looking
for strong solutions ψ ∈W 2,2(Rd) of the Helmholtz equation

−∆ψ = λψ in Rd . (I.13)

It follows that we are actually dealing with a classical problem, since any such
solution belongs to C∞(Rd) due to standard elliptic regularity theory.

The classical solutions of (I.13) are clearly given by (superpositions of) ex-
ponentials

eik·x with k ∈ Cd such that k2 := k · k = λ . (I.14)

This suggests that σ(H0) = C, in contradiction with the self-adjointness of H0.
However, (I.14) are not eigenfunctions of H0 because they even do not belong
to L2(Rd).

The key observation is that the classical solutions are bounded for k ∈ Rd

(plane waves) and that for such k’s σ(H0) = [0,∞). On the basis of these
plane-wave solutions, one can construct the singular sequence of Weyl’s theorem
(Theorem I.2) and show in this way that the spectrum of H0 is indeed given by
the non-negative semi-axis.

Theorem I.5. σ(H0) = σess(H0) = [0,∞).

Proof. We divide the proof into three steps.

1. σ(H0) ⊂ [0,∞) First of all, notice that H0 is a non-negative operator be-

cause (ψ,H0ψ) = ‖∇ψ‖2 ≥ 0 for every ψ ∈ D(H0). It follows from the minimax
principle (Corollary I.1) that σ(H0) ⊂ [0,∞).

2. σ(H0) ⊃ [0,∞) To prove the opposite inclusion, we use Weyl’s theorem

(Theorem I.2). For any n ∈ N∗ and k ∈ Rd, define

ψn(x) := ϕn(x) e
ik·x , (I.15)

where ϕn(x) := n−d/2ϕ1(n
−1x) and ϕ1 is a non-trivial function from C∞

0 (Rd),
normalized to 1 in L2(Rd), i.e. ‖ϕ1‖ = 1. The prefactor of ϕ1 is chosen in such
a way that also each ϕn is normalized to 1 in L2(Rd). In fact, we have

‖ϕn‖ = 1 , ‖∇ϕn‖ =
‖∇ϕ1‖
n

, ‖∆ϕn‖ =
‖∆ϕ1‖
n2

. (I.16)

We check the hypotheses of Theorem I.2. It is clear that each ψn belongs to
D(H0) ⊃ C∞

0 (Rd) and that ‖ψn‖ = 1. A direct computation yields
∣∣−∆ψn − k2ψn

∣∣2 = |∆ϕn|2 + 4 |k · ∇ϕn|2

≤ |∆ϕn|2 + 4 k2|∇ϕn|2 .
Using (I.16), we therefore have

∥∥−∆ψn − k2ψn
∥∥2 ≤ ‖∆ϕn‖2 + 4 k2‖∇ϕn‖2 −−−−→

n→∞
0 .

Applying Theorem I.2, we conclude that [0,∞) ⊂ σ(H0).

3. σ(H0) = σess(H0) Summing up, we have proved σ(H0) = [0,∞). It is clear

that the spectrum is purely essential because (non-degenerate) intervals have
no isolated points.
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Hence the spectrum of H0 is purely essential (i.e. there is no discrete compo-
nent). Furthermore, it follows from the considerations before Theorem I.5 that
the point spectrum is empty (there are no embedded eigenvalues).

Remark I.2. It follows from the spectral resolution of H0 using the Fourier
transform (cf Remark I.1) that the spectrum of H0 is in fact purely absolutely
continuous (see also Corollary IV.1).

Problem I.1. (It follows from Theorems I.5 and I.2 that the functions (I.15) form a singular
sequence, although the item 3 of Theorem I.2 was not established explicitly in the proof of
Theorem I.5.) Show “by hand” that the sequence (I.15) is weakly convergent to zero.
Solution: For any φ ∈ C∞

0 (Rd), we have

|(φ, ψn)| ≤ n−d/2 ‖φ‖L1(Rd) ‖ϕ1‖L∞(Rd) −−−−→
n→∞

0 .

Since C∞

0 (Rd) is a dense subset of L2(Rd), the result extends to all φ ∈ L2(Rd).

I.4 Definition of Schrödinger operators

In this section we give a meaning to a large class of Schrödinger operators
−∆ + V , defined as relatively bounded form perturbation of the free-particle
Hamiltonian H0. Recall that the sum of H0 with any symmetric operator V
is well defined through the generalized (form) sum H0+̇V whenever V ≺≺ H0

(cf Definition I.1).
In particular, we show that the Hamiltonian of the hydrogen-type atom,

i.e. an electron bound to a nucleus of charge Z ∈ N∗ (putting the physical
constants ~, 2m and e equal to one),

H0 + VZ , where VZ(x) := − Z

|x| , (I.17)

is well defined, i.e. self-adjoint and bounded from below. The latter implies that
the system is stable. Indeed, recall that the classical counterpart is unbounded
from below and therefore a loss of energy caused by an external perturbation
(in this case by emission of electromagnetic radiation) induces transitions to
configurations of lower and lower energy and eventually a collapse of the system.

Historically, the stability of the Coulomb problem is probably the most im-
portant success of quantum mechanics. However, we would like to stress that
this is not a peculiar case: quantum stability is shared by a large class of
Hamiltonians, which would otherwise be unbounded from below in the clas-
sical case. In fact, it is venerable physical folklore that potentials of the form
V (x) ∼ −|x|−α produce reasonable quantum mechanics as long as α < 2. A
mathematical reason for the critical value of the exponent being just 2 is the
Hardy inequality we explain now.

I.4.1 The Hardy inequality

The classical Hardy inequality, published by Godfrey Harold Hardy in 1920 [15],
is the following one-dimensional integral inequality.

Lemma I.1 (Classical 1D Hardy inequality).

∀ψ ∈ W 1,2
0 ((0,∞)) ,

∫ ∞

0

|ψ′(x)|2 dx ≥ 1

4

∫ ∞

0

|ψ(x)|2
x2

dx .
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Proof. It is enough to prove the inequality for ψ from C∞
0 ((0,∞)), a dense

subspace of W 1,2
0 ((0,∞)). Then we have

∫ ∞

0

|ψ(x)|2
x2

dx = −
∫ ∞

0

d

dx

(
1

x

)
|ψ(x)|2 dx

=

∫ ∞

0

1

x
2 ℜ
{
ψ(x)ψ′(x)

}
dx

≤ 2

√∫ ∞

0

|ψ(x)|2
x2

dx

√∫ ∞

0

|ψ′(x)|2 dx ,

where the second equality follows by an integration by parts and the inequality is
due to Schwarz inequality. This is a square-root version of the desired inequality.

Problem I.2. Show that the Hardy inequality is never achieved (by a non-trivial function).
Solution: For any ψ ∈ C∞

0 ((0,∞)), it is easy to check that

I[ψ] :=

Z

∞

0

„

|ψ′(x)|2 − 1

4

|ψ(x)|2
x2

«

dx =

Z

∞

0

˛

˛

˛

˛

d

dx

„

ψ(x)√
x

«

˛

˛

˛

˛

2

xdx ≥ 0 ; (I.18)

by density the identity extends to all ψ ∈ W 1,2
0 ((0,∞)) (and represents therefore an al-

ternative proof of Lemma I.1). Assume that there exists ψ ∈ W 1,2
0 ((0,∞)) such that the

Hardy inequality turns into equality, i.e., I[ψ] = 0. It follows from the identity (I.18) that
ψ(x) = C

√
x for a.e. x ∈ (0,∞), which is an admissible function only if C = 0.

Problem I.3. Show that the Hardy inequality is optimal.
Solution: Motivated by the result of the previous problem, we try to construct an optimizing
sequence by approximating the function x 7→ √

x. For every positive ε, let us define

ψǫ(x) :=
√
ε x( 1

2
+ǫ) sgn(1−x) .

It is easy to check that ψǫ ∈ W 1,2
0 ((0,∞)) for every positive ε and that I[ψε] → 0 as ε→ 0.

An immediate consequence of the one-dimensional Hardy inequality is the
following three- and higher-dimensional integral inequality.

Theorem I.6 (Classical Hardy inequality). Let d ≥ 3.

∀ψ ∈W 1,2(Rd) ,

∫

Rd

|∇ψ(x)|2 dx ≥ (d− 2)2

4

∫

Rd

|ψ(x)|2
|x|2 dx .

Proof. Again, by a density argument, it is enough to prove the inequality for
ψ ∈ C∞

0 (Rd). Passing to spherical coordinates (r, θ) ∈ R+×Sd−1 and neglecting
the angular-derivative term, we get the bound

∫

Rd

|∇ψ(x)|2 dx =

∫

R+×Sd−1

(
|∂rψ̃(r, θ)|2 +

|∇θψ̃(r, θ)|2
r2

)
rd−1 dr dθ

≥
∫

R+×Sd−1

|∂rψ̃(r, θ)|2 rd−1 dr dθ =: I[ψ̃] ,

where ψ̃ is the function ψ expressed in the spherical coordinates. Making the
change of trial function

φ(r, θ) :=
√
rd−1 ψ̃(r, θ)
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and integrating by parts, we arrive at the identity

I[ψ̃] =

∫

R+×Sd−1

{
|∂rφ(r, θ)|2 +

[
(d− 1)2

4
− d− 1

2

] |φ(r, θ)|2
r2

}
dr dθ .

For every θ ∈ Sd−1, the function r 7→ φ(r, θ) belongs to W 1,2
0 (R+). Conse-

quently, applying Lemma I.1 with help of Fubini’s theorem, we finally get

I[ψ̃] ≥
[
1

4
+

(d− 1)2

4
− d− 1

2

] ∫

R+×Sd−1

|φ(r, θ)|2
r2

dr dθ ,

which coincides with the desired inequality after coming back to Cartesian co-
ordinates.

Remark I.3 (Low dimensions). It is clear that the proof does not extend to
d = 1, 2. In one dimension, the “spherical” coordinates are trivial, there is no
Jacobian leading to vanishing of φ at the origin. In two dimensions, φ(0, θ) = 0
for every θ ∈ S1, but the derivative of r 7→ φ(r, θ) does not belong to L2(R+).
In the forthcoming chapter we shall see that there is in fact no Hardy inequality
of this type in d = 1, 2.

The most important application of the Hardy inequality is as a technical
tool in more advanced theoretical studies of elliptic partial differential operators.
Here we would like to point out its usefulness in the proof of well-posedness of
a large class of Schrödinger operators. Indeed, the following result is a direct
consequence of Theorem I.6 and Corollary I.3.

Corollary I.4. Let d ≥ 3. Let V : Rd → R be a measurable function satisfying

∀x ∈ Rd, |V (x)| < (d− 2)2

4|x|2 .

Then the sesquilinear form v defined on L2(Rd) by

D(v) :=

{
ψ ∈ L2(Rd)

∣∣∣∣
∫

Rd

V (x) |ψ(x)|2 dx <∞
}
,

v(φ, ψ) :=

∫

Rd

V (x)φ(x)ψ(x) dx ,

(I.19)

satisfies v ≺≺ h0 ( cf Definition (I.2)). Consequently, the form

h := h0 + v , D(h) := D(h0) ,

is closed and gives rise to a self-adjoint and bounded from below operator H on
L2(Rd).

In this way, we give a meaning to the sum “H0 + V ”.

I.4.2 The stability of matter

Corollary I.4 is obviously not enough to give a meaning to the Coulomb Hamil-
tonian (I.17), since the decay of VZ at infinity is slower than that of the Hardy
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potential. However, this asymptotic behaviour of VZ can be easily controlled
by the term multiplying b in Definition I.2, as we show now.

Let vZ be the sesquilinear form generated by VZ in L2(R3), defined in the
same way as (I.19). vZ is clearly symmetric and bounded from above (i.e., −vZ
is bounded from below), since it is in fact non-positive.

It can be shown that vZ is closed and that it is associated to the maximal operator of
multiplication by the function VZ on L2(R3) (cf [16, Sec. VI, Exs. 1.5, 1.15, 1.25, 2.14]), but
we will not need these facts.

For any ψ ∈ D(vZ), we have

vZ [ψ] = lim
n→∞

vnZ [ψ] , where vnZ [ψ] := −
∫

R3

min

{
n,

Z

|x|

}
|ψ(x)|2 dx .

However, given any ε ∈ (0, 1), for any ψ ∈ W 1,2(R3) = D(h0) and sufficiently
large n, we can write

∣∣vnZ [ψ]
∣∣ =

∫

Bε(0)

min

{
n,

Z

|x|

}
|ψ(x)|2 dx+

∫

R3\Bε(0)

Z

|x| |ψ(x)|2 dx

≤
∫

Bε(0)

min

{
n,

Zε

|x|2
}
|ψ(x)|2 dx+

Z

ε

∫

R3\Bε(0)

|ψ(x)|2 dx

≤ 4Zεh0[ψ] +
Z

ε
‖ψ‖2 .

Here we have employed the Hardy inequality of Theorem I.6 in the second
inequality. It follows that D(vZ) ⊃ D(h0). Moreover, if ε < (4Z)−1, it is clear
that vZ ≺≺ h0 (cf Definition I.2).

Consequently, the form

hZ := h0 + vZ , D(h) := D(h0) ,

is closed and gives rise to a self-adjoint and bounded from below operator HZ

on L2(Rd).
In other words, we introduced HZ as the generalized (form) sum HZ = H0+̇VZ , where VZ

is the (self-adjoint) maximal operator of multiplication by the function VZ .

We interpret HZ as the Hamiltonian of the Coulomb system. The latter is
stable in the sense that (the ground state energy) inf(HZ) > −∞.

Remark I.4 (Uncertainty principle). Probably the deepest reason behind the
stability of atoms in quantum mechanics is the non-commutative feature of
the theory. It is reflected in the Heisenberg uncertainty relations implying an
inevitable limitations for the preparation of states with sharper and sharper
values of position and momentum. From this point of view, the Hardy inequality
of Theorem I.6 can be interpreted as a sort of the uncertainty principle. Indeed,
the boundedness from below of HZ is its consequence and inf σ(HZ) > −∞ is
equivalent to

∀ψ ∈ W 1,2(Rd) ,

∫

R3

|∇ψ(x)|2 dx−
∫

R3

Z

|x| |ψ(x)|2 dx > −∞ .

The classical counterpart of the energy form is unbounded from below because
of the singularity of the potential energy at the nucleus position x = 0. How-
ever, a quantum electron is not allowed to reach the nucleus, because a strict
localization close to the nucleus would make the kinetic energy very large.
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Problem I.4. Using the Hardy inequality, find an explicit lower bound to inf(HZ ).
Solution: The problem is readily reduced to the minimization of the function

f(r) :=
1

4r2
− Z

r

over r ∈ (0,∞). In this way, we obtain inf(HZ) ≥ −Z2. (Solving the Coulomb problem
explicitly, we would get inf(HZ ) = −Z2/4.)

Remark I.5. The method of the present section clearly enables one to define
Schrödinger operators H0 + V with potentials V (x) ∼ −|x|−α for α ∈ [0, 2).



Chapter II

Ionization and bound states

In the preceding chapter, we saw that a useful functional inequality, called
Hardy inequality (Theorem I.6), holds for the Laplacian (i.e. the Hamiltonian
of a free particle) in three and higher dimensions. We also argued (Remark I.3),
but not proved yet, that such an inequality cannot hold in low dimensions (i.e.,
d = 1, 2). In this chapter, inter alia, we give a proof of this fact, revealing in
this way an important role of the dimensionality of the Euclidean space.

It turns out that the existence/non-existence of Hardy inequality is closely
related to spectral properties of the free Hamiltonian under potential perturba-
tions. Namely, it has a direct impact on properties of the spectral threshold of
the perturbed Hamiltonian.

Local potential perturbations do not change the essential spectrum, but may
create discrete eigenvalues below it. Such eigenvalues are known under the term
bound states in quantum mechanics and correspond to stationary solutions of
the Schrödinger equation. In potential theory, the question of existence/absence
of the bound states is related to the notion of criticality/subcriticality of the free
Hamiltonian.

On the other hand, the essential spectrum typically corresponds to ionization
(or propagating, scattering) states in quantum physics. This terminology comes
from atomic physics where the energy of the highest possible orbital corresponds
to the maximal allowed energy under which the electron is still bound to the
nucleus; exceeding this energy, the electron is emitted as a free electron.

The first part of this chapter is devoted to a study of the interplay between
the absence/existence of the Hardy inequality for the free Hamiltonian and
the existence/absence of the bound states of the Hamiltonian under attractive
small perturbations. The second part is concerned with a qualitative study of
the essential spectrum and bound states.

*

We have seen that potentials with local singularities are physically relevant, the Coulomb
potential (I.17) being the primary example. However, to simplify the presentation and focus on
the main features of the relationship between the spectrum and the potential perturbation,
if not otherwise stated, from now on we restrict ourselves to bounded potentials V . The
boundedness assumption is actually not so restrictive, since many of the physically relevant
(singular) potentials can be approximated by bounded potentials [16, Sec. VIII.3.2].

*

19
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II.1 Subcriticality and Hardy inequality

We start by introducing the notion of criticality/subcriticality of a general self-
adjoint bounded from below operator H in L2(Rd). Then we generalize the
notion of Hardy inequality, introduced for H0 in the previous chapter (Sec-
tion I.4.1), to the general case. Finally, we study the relationship between these
two notions and the dimension of the Euclidean space for the free Hamiltonian.

First of all, we introduce some useful terminology for potential perturbations
of definite sign.

Definition II.1 (Attractive and repulsive potentials). We say that a potential
(i.e. multiplication operator) V is attractive if it is generated by a measurable
function (denoted here by the same symbol) V : Rd → R which is non-trivial
(i.e. V 6= 0 on a subset of Rd of positive measure) and V ≤ 0. We say that V
is repulsive if V is non-trivial and V ≥ 0.

(Obviously, the Coulomb potential (I.17) is attractive.)

II.1.1 Criticality and subcriticality

Note that for a self-adjoint operator H and a bounded potential W on L2(Rd),
the sum H + W is well defined already as an operator sum (i.e. H + W is
a self-adjoint operator on D(H + W ) := D(H)). If H is bounded from below
and W attractive, it follows that H+W ≤ H . As a consequence of the minimax
principle (Corollary I.1), we therefore have inf σ(H+W ) ≤ inf σ(H). In general,
there is no reason for the inequality being strict.

Definition II.2 (Criticality and subcriticality). Let H be a self-adjoint and
bounded from below operator on L2(Rd). Let W ∈ C∞

0 (Rd) be attractive. We
say that

• H is critical if: (∀W ) ∀ε > 0, inf σ(H + εW ) < inf σ(H),

• H is subcritical if: (∀W ) ∃ε0 > 0, ∀ε ∈ [0, ε0], inf σ(H + εW ) = inf σ(H).

It is clear that in both the definitions only small values of ε are decisive. One
says that H + εW is weakly coupled if ε is small. The terminology “coupling”
comes from quantum physics where ε has the meaning of a parameter controlling
the perturbation (e.g., the strength of electric field).

Finally, let us mention that the subcriticality for Schrödinger operators is
relevant only in the situation when the spectral threshold is not an eigenvalue:

Proposition II.1. Let H = H0 + V , where V is bounded. Then

inf σ(H) ∈ σp(H) =⇒ H is critical .

Proof. Let us assume that the the lowest point in the spectrum of H is an
eigenvalue, i.e.,

λ1 := inf σ(H) ∈ σp(H) .

Let ψ be an eigenfunction of H corresponding to λ1, normalized to 1 in L2(Rd).
Let W ∈ C∞

0 (Rd) be attractive and ε > 0. Choosing ψ as a test function
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for H + εW in the variational characterization (Corollary I.1) of the spectral
threshold inf σ(H + εW ), we get

inf σ(H + εW ) ≤
(
ψ, (H + εW )ψ

)
= λ1 + (ψ, εWψ) .

Since ψ satisfies the elliptic equation −∆ψ + V ψ = λ1ψ in Rd, by unique
continuation property (or Harnack’s inequality) ψ cannot vanish on an open
subset of Rd. Consequently, (ψ, εWψ) < 0 and inf σ(H + εW ) < λ1. That is,
H is critical.

II.1.2 The Hardy inequality

Recalling Definition I.1, the classical Hardy inequality (Theorem I.6) can be
stated as the following inequality for the free Hamiltonian (valid for d ≥ 3)

H0 ≥
(d− 2)2

4

1

δ2
, (II.1)

where δ(x) := |x| is the distance to the origin of Rd and the right hand side
should be interpreted as the operator associated with a form defined as (I.19) (in
fact, it coincides with the maximal operator of multiplication by the correspond-
ing function in L2(Rd)). By Theorem I.5, we know that σ(H0) = σess(H0) =
[0,∞). Hence, although the existence of Hardy inequality for H0 does not make
the operator (strictly) positive, it can be interpreted as some sort of repulsive
interaction “sitting at the ground-state energy” inf σ(H0) = 0.

Definition II.3 (Hardy inequality). Let H be a self-adjoint and bounded from
below operator on L2(Rd). We say that there exists a Hardy inequality for H if
there exists a non-trivial measurable function ρ : Rd → [0,∞) such that

H − inf σ(H) ≥ ρ (II.2)

in the sense of quadratic forms (cf Defintion I.1).

It is clear that there can be no c > 0 such that ρ(x) ≥ c for a.e. x ∈ Rd.
(The function ρ is typically vanishing at infinity.)

It turns out that there is always a Hardy inequality for H if it is subcritical.

Proposition II.2. Let H be a self-adjoint and bounded from below operator on
L2(Rd). Then

H is subcritical =⇒ ∃ Hardy inequality for H.

Proof. Let W ∈ C∞
0 (Rd) be attractive (i.e., W ≤ 0 and W 6= 0). The subcrit-

icality of H together with the minimax principle (Corollary I.1) implies that
there exists ε0 > 0 such that

inf σ(H) = inf
ψ∈D(h)\{0}

h[ψ] + ε0 (ψ,Wψ)

‖ψ‖2 ≤ h[ψ] + ε0 (ψ,Wψ)

‖ψ‖2 ,

where the inequality holds for every ψ ∈ D(h) \ {0}. Consequently,

H − inf σ(H) ≥ −ε0W ,

where the right hand side represents a non-trivial and non-negative function.
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Problem II.1. Prove the proposition by contraposition.
Solution: Assume that there is no Hardy inequality for H, i.e., for any non-trivial measurable
ρ ≥ 0 either (cf Definition I.1)

1. D(h) 6⊂ D(ρ1/2) :=
˘

ψ ∈ L2(Rd)
˛

˛

R

Rd ρ(x) |ψ(x)|2 dx < ∞
¯

,

or

2. ∃ψ ∈ D(h), h[ψ] − inf σ(H) ‖ψ‖2 <
‚

‚ρ1/2ψ
‚

‚

2
,

where h is the sesquilinear form associated with H. We will show that this implies that H is
critical. Indeed, for bounded ρ, D(ρ1/2) = L2(R2), which excludes the first case. Choosing
ρ := εW with W ∈ C∞

0 (Rd) and arbitrary ε > 0, the second case yields that H is critical
(cf Definition II.2).

Finally, as in the case of subcriticality (cf Proposition II.1) we mention that
inf σ(H) 6∈ σp(H) is a necessary condition for the existence of Hardy inequality
of a Schrödinger operator H as well.

Theorem II.1. Let H = H0 + V , where V is bounded. Then

∃ Hardy inequality for H =⇒ inf σ(H) 6∈ σp(H) .

Proof. Let ρ̃ := min{ρ, 1} ≤ ρ. Then the operator H̃ := H − ρ̃ is well defined
(self-adjoint and bounded from below on D(H̃) := D(H)) and (II.2) implies

inf σ(H̃) ≥ inf σ(H) =: λ1

Assumme, by contradiction, that λ1 := inf σ(H) ∈ σp(H). Let ψ be an eigen-
function of H corresponding to λ1, normalized to 1 in L2(Rd). Choosing ψ as a
test function for H̃ in the variational characterization of the spectral threshold
inf σ(H̃), we can conclude the proof as in the proof of Proposition II.1:

inf σ(H̃) ≤
(
ψ, (H − ρ̃)ψ

)
= λ1 − (ψ, ρ̃ψ) < λ1 .

Again, it is important that ψ cannot vanish on an open set due to unique
continuation property of solutions of elliptic problems.

II.1.3 The free Hamiltonian

By Theorem I.5, we know that σ(H0) = σess(H0) = [0,∞). Hence, the question
of criticality/subcriticality for the free Hamiltonian H0 constitutes a non-trivial
problem. In other words, H0 is a non-negative operator and the question is
whether a perturbation of H0 by a small attractive potential W will make H0 +
W negative. It turns out that the answer depends on the dimension of the
Euclidean space Rd.

Theorem II.2 (The role of the dimension of Rd).

H0 is

{
critical if d = 1, 2 ,

subcritical if d ≥ 3 .

Proof. The subcriticality of H0 for d ≥ 3 follows from the existence of Hardy
inequality (II.1). Indeed, given any W ∈ C∞

0 (Rd),

H0 + εW ≥ (d− 2)2

4

1

δ2
+ εW > 0
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for sufficiently small ε. It remains to show that H0 is critical for d = 1, 2.

Given an attractive potential W as in Definition II.2, we want to show that
H0 + εW is negative for arbitrarily small ε > 0. The strategy is to construct a
trial function ψ ∈ D(h0) = W 1,2(Rd) such that

hε[ψ] := h0[ψ] + ε (ψ,Wψ) = ‖∇ψ‖2 + ε (ψ,Wψ) < 0 . (II.3)

Then, indeed, inf σ(H0 + εW ) < 0 due to the minimax principle (Corollary I.1).

Formally, hε[1] = ε
∫

Rd W (x) dx < 0, because ∇1 = 0. Hence, the idea is to

use a sequence {ψn}∞n=1 ⊂W 1,2(Rd) such that

1. ∀x ∈ Rd, ψn(x) −−−−→
n→∞

1,

2. ‖∇ψn‖ −−−−→
n→∞

0.

Then, for any fixed ε > 0, there obviously exists n ∈ N∗ such that hε[ψn] < 0.
Such a sequence exists only in low dimensions d = 1, 2.

We set

ψn(x) := ϕn(|x|) with ϕn(r) :=






1 if r < n ,
logn2 − log r

logn2 − logn
if n < r < n2,

0 otherwise .

It is easy to check that ψn ∈ W 1,2(Rd) for every n ∈ N∗ and that the items 1
and 2 hold true (the latter only if d ≤ 2). Consequently, H0 is critical if
d ≤ 2.

Remark II.1. For d = 1, it is enough to take linear functions instead of the
logarithms in the definition of ϕn.

Remark II.2. Note that the second part of the proof establishes a stronger
result: inf σ(H0 + εW ) < 0 for any attractive W ≺≺ H0.

Recall that, by Proposition II.2, the existence of Hardy inequality for a
general operator H in L2(Rd) is implied by its subcriticality. It follows from
the second part of the proof of Theorem II.2 that the two notions are in fact
equivalent for the free Hamiltonian H0:

H0 is subcritical ⇐⇒ ∃ Hardy inequality for H0.

Indeed, assuming the criticality of H0 and the existence of Hardy inequality
for H0 at the same time, the former implies d = 1 or 2 by Theorem II.2, while
the latter yields

∀ψ ∈ W 1,2(Rd), h[ψ] := ‖∇ψ‖2 − (ψ, ρψ) ≥ 0 .

However, for d = 1, 2 the expression h[ψn] can be made negative by choosing ψn
as in the proof of Theorem II.2 (cf Remark II.2).
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II.1.4 Positive perturbations

Let us study the relationship between the subcriticality and the existence of
Hardy inequality for Schrödinger operators arising from repulsive perturbations
of H0. Let

H := H0+̇V with V ≺≺ H0 .

We assume that V is a non-negative potential such that inf σ(H) = 0.

If V is non-trivial, then H satisfies the Hardy inequality H ≥ V . We say that
the Hardy inequality H ≥ V is local if V = 0 on a set of positive measure. On
the other hand, if V is almost everywhere positive, then the Hardy inequality is
said to be global, and this implies that H is subcritical. At the same time, H is
subcritical for d ≥ 3 even if V = 0, because H ≥ H0 and H0 satisfies the global
Hardy inequality (II.1). The question remains whether a local Hardy inequality
H ≥ V implies that H is subcritical for d = 1, 2. The following result shows
that the answer is affirmative if V is positive on an open set, because then the
local Hardy inequality implies a global one.

Theorem II.3 (Local HI ⇒ global HI). Let H := H0+̇V , where V ≺≺ H0

satisfies

1. V ≥ 0,

2. inf σ(H) = 0,

3. ∃x0 ∈ Rd, R > 0, V0 > 0, ∀x ∈ BR(x0), V (x) ≥ V0.

Then a global Hardy inequality holds for H. More precisely, there exists a con-
tinuous function ρ : Rd → (0,∞), depending on R, V0 and x0, such that H ≥ ρ.
Consequently, H is subcritical.

Proof. We distinguish three situation depending on the dimension.

d ≥ 3 The theorem clearly holds for d ≥ 3 (even without the assumption 3)

because of (II.1).

d = 1 Let ψ ∈ C∞
0 (R). Let η : R→ R be a Lipschitz function defined by

η(x) :=






|x− x0|
R

if |x− x0| < R ,

1 if |x− x0| ≥ R .

Then ηψ ∈W 1,2
0 (R \ {0}). Writing ψ = ηψ + (1− η)ψ, we obtain the following
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chain of inequalities:

∫

R

|ψ(x)|2
1 + (x− x0)2

dx

≤ 2

∫

R

|η(x)ψ(x)|2
(x − x0)2

dx+ 2

∫

R

∣∣[1− η(x)]ψ(x)
∣∣2 dx

≤ 8

∫

R

∣∣(ηψ)′(x)
∣∣2 dx+ 2

∫

BR(x0)

|ψ(x)|2 dx

≤ 16

∫

R

|ψ′(x)|2 dx+
(
16 ‖η′‖L∞(R) + 2

) ∫

BR(x0)

|ψ(x)|2 dx

≤ 16

∫

R

|ψ′(x)|2 dx+
16 ‖η′‖L∞(R) + 2

V0

∫

BR(x0)

V (x) |ψ(x)|2 dx

≤ max

{
16,

16 ‖η′‖L∞(R) + 2

V0

}∫

R

(
|ψ′(x)|2 + V (x) |ψ(x)|2

)
dx .

Here the second inequality follows by the classical one-dimensional Hardy in-
equality (Lemma I.1) using the fact that (ηψ)(x0) = 0, and the last but one
employs the hypothesis 3. Since C∞

0 (R) is a dense subset of W 1,2(R) = D(h),
the last inequality establishes

H ≥ c(R, V0)

1 + (· − x0)2
(II.4)

with (noticing that ‖η′‖L∞(R) = 1/R)

c(R, V0) := min

{
1

16
,

RV0

2R+ 16

}
. (II.5)

d = 2 We extend the definition of the constant (II.5) for R = 0 or V0 = 0 by
putting it equal to zero. Then, combining the one-dimensional global Hardy
inequality (II.4) with Fubini’s theorem, we get, for all ψ ∈ C∞

0 (R2),

h[ψ] ≥
∫

R

∫

R

{
|∂2ψ(x)|2 +

c(Rx2 , V0)

1 + (x1 − x1
0)

2
χ[x2

0
−R,x2

0
+R](x

2)

}
dx2 dx1 ,

where Rx2 :=
√
R2 − (x2 − x2

0)
2 is the half of the length of the chord of the

disc BR(x0) corresponding to the secant line R×{x2}. Since R 7→ c(R, V0) is a
non-decreasing function, we may further estimate

h[ψ] ≥
∫

R

∫

R

{
|∂2ψ(x)|2 +

c(R/2, V0)

1 + (x1 − x1
0)

2
χ[x2

0
−R/2,x2

0
+R/2](x

2)

}
dx2 dx1 ,

so that we get, for each fixed x1 ∈ R, a characteristic function of x2 in the
integral on the right hand side. Applying once again the one-dimensional global
Hardy inequality (II.4), we conclude with

H ≥ ρ with ρ(x) :=
c
(
R/2, c(R/2,V0)

1+(x1−x1
0
)2

)

1 + (x2 − x2
0)

2
. (II.6)
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Remark II.3 (More about d = 2). It follows from the proof of the theorem that the global
Hardy weight satisfies

ρ(x) ∼ 1

|x|2
as |x| → ∞ if d 6= 2 .

On the other hand, although the Hardy weight in (II.6) can be replaced by the more symmetric
version

max{ρ(x1, x2), ρ(x2, x1)} ,
we only get

ρ(x) ∼ 1

(x1)2(x2)2
as |x| → ∞ if d = 2 .

This does not seem to be optimal. Open problem: How to get the quadratic asymptotic
behaviour in d = 2 as well?

Let us also comment on why the proof used in d = 1 cannot be extended to two dimensions.
Let ψ ∈ C∞

0 (R2). Let η be such that η(r) = r for r < R and η(r) = 1 for r ≥ R. Passing
to polar coordinates (r, θ) ∈ R+ × S1 centered at the point x0, the quadratic form associated
with the function (without the constant c) on the right hand side of (II.4) can be written as

Z

R2

|ψ(x)|2
1 + |x− x0|2

dx =

Z

R+×S1

|ψ̃(r, θ)|2
1 + r2

r dr dθ ,

where ψ̃ is the function ψ expressed in the polar coordinates. For any fixed θ ∈ S1, we
abbreviate f := ψ(·, θ) and write f = ηf + (1 − η)f . Then

Z

∞

0

|f(r)|2
1 + r2

r dr ≤ 2

Z

∞

0

|η(r)f(r)|2
r2

r dr + 2

Z

∞

0

˛

˛[1 − η(r)]f(r)
˛

˛

2
r dr

≤ 2

Z

∞

0

˛

˛r1/2η(r)f(r)
˛

˛

2

r2
dr + 2

Z R

0
|f(r)|2 r dr .

Using the fact that (ηf)(0) = 0, we can apply the classical one-dimensional Hardy inequality
(Lemma I.1) to the first term on the right hand side:

Z

∞

0

˛

˛r1/2η(r)f(r)
˛

˛

2

r2
dr ≤ 4

Z

∞

0

˛

˛

˛

˛

d

dr

ˆ

r1/2η(r)f(r)
˜

˛

˛

˛

˛

2

dr

= 4

Z

∞

0

˛

˛

˛

˛

d

dr

ˆ

η(r)f(r)
˜

˛

˛

˛

˛

2

r dr +

Z

∞

0

˛

˛r1/2η(r)f(r)
˛

˛

2

r2
dr .

Here the equality follows by an integration by parts. But this is not good! (This inequality
does not give anything.)

The problem is essentially the following one. How to show that

∀f ∈ W 1,2
0 (R+),

Z

∞

0

»

|f ′(r)|2 − |f(r)|2
4r2

+ V0χ[0,R](r)|f(r)|2 − ǫ

1 + r2
|f(r)|2

–

dr ≥ 0

for sufficiently small ǫ?

II.2 Qualitative analysis

Let H := H0+̇V with a relatively form-bounded potential V , i.e. V ≺≺ H0.
In low dimensions, i.e. d = 1, 2, we know that H0 is critical (Theorem II.2).
Recalling that σ(H0) = [0,∞) (Theorem I.5), it follows that (cf Remark II.2)

λ1 := inf σ(H) < inf σ(H0) = 0 whenever V is attractive.

Furthermore, if V is such that σess(H) ⊂ [0,∞), then λ1 ∈ σdisc(H) and the
corresponding eigenfunction ψ is called a ground state of H in quantum physics.
More generally, we say that H possesses a bound state if σdisc(H) 6= ∅. Recall
that eigenfunctions of H correspond to stationary solutions of the Schrödinger
equation generated by H .
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The goal of this section is twofold. Firstly, we establish a sufficient condition
about the potential V which guarantees that the essential spectra of H and H0

coincide. Secondly, we use variational methods to state some basic qualitative
properties about eigenvalues below the essential spectrum. We begin with intro-
ducing an extremely powerful technique in the study of Schrödinger operators.

II.2.1 Dirichlet and Neumann bracketings

The method of Dirichlet-Neumann bracketing is explained in [25, Sec. XIII.15].
Let Σ be a closed subset of Rd of measure zero. Let HD and HN be the

self-adjoint operators on L2(Rd \ Σ) associated respectively with the quadratic
forms hD and hN which both act as

ψ 7→
∫

Rd\Σ
|∇ψ(x)|2 dx+

∫

Rd\Σ
V (x) |ψ(x)|2 dx (II.7)

but differ by their domains

D(hD) := W 1,2
0 (Rd \ Σ) , D(hN ) := W 1,2(Rd \ Σ) .

Note that for V = 0 the forms are closed by definition of Sobolev spaces, while
for arbitrary V ≺≺ H0 the closedness follow by the fact that |Σ| = 0.

Clearly,
D(hD) ⊂ D(h) ⊂ D(hN ) ,

where h is the form associated with H , and the identification

L2(Rd \ Σ) ≃ L2(Rd) ,

by setting any ψ ∈ L2(Rd \ Σ) equal to zero on Σ, is adopted. Moreover, since
the measure of Σ is zero, hD and hN act as h, i.e.,

∀ψ ∈ D(hD), hD[ψ] = h[ψ] = hN [ψ] .

Consequently,
HN ≤ H ≤ HD , (II.8)

and the same inequalities hold for the “eigenvalues” defined by the minimax
principle (cf Corollary I.2).

HD is called the operator H with additional Dirichlet condition imposed
on Σ. Similarly, HN is called the operator H with additional Neumann con-
dition imposed on Σ. The reason for this terminology being that, if Σ is a
smooth hypersurface, the functions ψ from D(HD) (respectively, from D(HN ))
satisfy ψ = 0 on Σ (respectively, ∂ψ/∂n = 0 on Σ, where n is a normal vector
to Σ). Then (II.8) can be interpreted as that adding the Dirichlet condition
raise energies, and adding the Neumann condition lower energies.

Assume now that Σ divides Rd into two disjoint open subsets Ω1,Ω2 in the
following sense:

1. Ω1 ∩Ω2 = ∅,

2. Ω1 ∪Ω2 = Rd,

3.
∣∣Rd \ (Ω1 ∪ Ω2)

∣∣ = 0.
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Then the Hilbert space admits a direct sum decomposition

L2(Rd) = L2(Ω1)⊕ L2(Ω2) .

Let hDi and hNi be the quadratic forms on L2(Ωi) which both act as (II.7), with
the range of integration being replaced by Ωi, and have domains

D(hDi ) := W 1,2
0 (Ωi) , D(hNi ) := W 1,2(Ωi) .

The forms hDi are closed because V ≺≺ H0 immediately yields that the
form vi on L2(Ωi) defined by

D(vi) :=

{
ψ ∈ L2(Ω)

∣∣∣∣
∫

Ωi

V (x) |ψ(x)|2 dx <∞
}
,

vi[ψ] :=

∫

Ωi

V (x) |ψ(x)|2 dx ,

is relatively bounded with respect to the form hD0,i defined by

D(hD0,i) := W 1,2
0 (Ωi) , hD0,i[ψ] :=

∫

Ωi

|∇ψ(x)|2 dx .

To see it, one only needs to notice that any ψ ∈ W 1,2
0 (Ωi) extended to Rd by

setting it equal to zero outside Ωi belongs to W 1,2(Rd). Hence the operator HD
i

associated with hDi is self-adjoint and bounded from below and we can write

HD = HD
1 ⊕HD

2 .

On the other hand, it is not clear that hNi are closed. It will be the case if
vi ≺≺ hN0,i, where hN0,i is defined by

D(hN0,i) := W 1,2(Ωi) , hN0,i[ψ] :=

∫

Ωi

|∇ψ(x)|2 dx .

Under this assumption, the operator HN
i associated with hNi is self-adjoint and

bounded from below and we can also write

HN = HN
1 ⊕HN

2 .

Finally, let us mention that the advantage of an operator H admitting the
direct sum decomposition

H = H1 ⊕H2

consists in that the (separate components of the) spectrum satisfies the simple
relations (cf [10, Sec. IX.5])

σ(H) = σ(H1) ∪ σ(H2) ,

σp(H) = σp(H1) ∪ σp(H2) ,

σess(H) = σess(H1) ∪ σess(H2) .

(II.9)

Problem II.2. Such an identity is not available for the discrete spectra in general. Find a
counterexample.
Solution: For instance, σ(H1) = {−1}∪ [0,∞), σ(H2) = (−∞, 0]. Then σ(H) = σess(H) = R,
i.e. σdisc(H) = ∅, but σdisc(H1) ∪ σdisc(H2) = {−1}.
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II.2.2 Stability of the essential spectrum

It is a common knowledge that the essential spectrum is stable under local
perturbations. For Schrödinger operators it means that the essential spectrum
of H0 + V is determined by the asymptotic behaviour of the potential V at the
space infinity only. This principle is justified as follows.

For simplicity, let us assume that the potential is bounded, i.e., V ∈ L∞(Rd).

Definition II.4 (Potentials vanishing at infinity). We say that a bounded po-
tential V vanishes at infinity if

lim
R→∞

‖V ‖L∞(Rd\BR(0)) = 0 .

In symbols we write V
∞−→ 0.

Theorem II.4 (Stability of σess under asymptotically vanishing perturbation).

Let H := H0 + V , where V is bounded. If V
∞−→ 0, then

σess(H) = [0,∞) .

Proof. The proof is divided into two parts.

1. σess(H) ⊂ [0,∞) Let R > 0 and abbreviate BR := BR(0). We impose an

additional Neumann condition (in the sense of Section II.2.1) on the sphere
∂BR. Then

H ≥ HN := HN
int ⊕HN

ext ,

where HN
int is the operator on L2(BR) associated with the quadratic form

D(hNint) := W 1,2(BR) , hNint[ψ] :=

∫

BR

|∇ψ(x)|2 dx+

∫

BR

V (x) |ψ(x)|2 dx ,

andHN
ext is the operator defined analogously on L2(Rd\BR). It follows from (II.9)

and the minimax principle (Theorem I.3) that

inf σess(H) ≥ min
{

inf σess(Hint), inf σess(Hext)
}
.

However, since the embedding W 1,2(BR) →֒ L2(BR) is compact, the essential
spectrum of Hint is empty and we have

inf σess(H) ≥ inf σess(Hext) .

For every ψ ∈W 1,2(Rd \BR), we have

hNext[ψ] ≥
∫

Rd\BR

V (x) |ψ(x)|2 dx ≥ −‖V ‖L∞(R\BR)‖ψ‖2L2(R\BR) .

Consequently,

inf σess(H) ≥ inf σess(Hext) ≥ inf σ(Hext) ≥ −‖V ‖L∞(R\BR) .

Since R can be made arbitrarily large and and the right hand side tends to
zero as R → ∞ by assumption, while H is independent of R, it follows that
inf σess(H) ≥ 0.
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2. σess(H) ⊃ [0,∞) The proof of this inclusion is very similar to the second

part of the proof of Theorem I.5. The only modification is that the the singular
sequence has to be chosen “localized at infinity”, to make the contribution of V
negligible. That is, for any n ∈ N∗ and k ∈ Rd, we again define

ψn(x) := ϕn(x) eik·x ,

but now ϕn(x) := n−d/2ϕ1(n
−1x − n) and ϕ1 is a non-trivial function from

C∞
0 (Rd+), normalized to 1 in L2(Rd). The localization at infinity is reflected in

that
suppϕn ⊂ (n,∞)d .

Now the desired inclusion follows by Weyl’s criterion (Theorem I.2). Indeed, it is
again easy to verify that ψn ∈ D(H) = W 2,2(Rd) and ‖ψn‖ = ‖ϕn‖ = ‖ϕ1‖ = 1.
Writing

∥∥−∆ψn + V ψn − k2ψn
∥∥ ≤

∥∥−∆ψn − k2ψn
∥∥+ ‖V ‖L∞(suppϕn)‖ϕn‖

and recalling that the first two terms on the right hand side tend to zero as
n → ∞ by properties (I.16) of ϕn, it remains to realize that the last term
vanishes by the hypothesis about V .

Remark II.4. It follows from the (suitably modified) second part of the proof
that the inclusion [0,∞) ⊂ σess(H) is implied by merely assuming that there
exists a sequence of balls Bn := BRn

(an) ⊂ Rd (with centres an ∈ Rd and radii
Rn ∈ R+) such that

lim
n→∞

|Bn| =∞ and lim
n→∞

‖V ‖L∞(Bn) = 0 .

This also explains why this conditions is not enough to guarantee the other
inclusion, i.e. inf σess(H) ≥ 0. (Indeed, for V such that V = −1 on R− × Rd−1

and zero elsewhere, σ(H) = [−1,∞).)

II.2.3 Basic properties of the discrete spectrum

In the preceding subsection, we have seen that the essential spectrum of H0 +V
is stable under bounded potential perturbations V that vanish at infinity. That
is, the latter guarantees that σess(H0 + V ) = [0,∞). From this perspective, the
non-negative spectrum is easily determined. What can we say in general about
the negative part of the spectrum, namely about the possibly existing discrete
eigenvalues?

First of all, we discuss the very question of existence. Recall that for d = 1, 2
the negative bound states always exist if the potential V is (vanishing at infinity
and) attractive. This follows from the criticality of H0 in the low dimensions
(Theorem II.2, cf also Remark II.2). The proof of the respective part of Theo-
rem II.2 can be easily modified to include sign-changing perturbations.

Theorem II.5 (Existence of bound states in low dimensions). Let d = 1 or 2.
Let H := H0 + V where V ∈ L∞(Rd) ∩ L1(Rd). Then

〈V 〉 :=

∫

Rd

V (x) dx < 0 =⇒ inf σ(H) < 0 .
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Proof. Taking the sequence {ψn}n∈N∗ from the proof of Theorem II.2 as a test
function for the form h associated with H , we readily gets

h[ψn] = ‖∇ψn‖2 + (ψn, V ψn) −−−−→
n→∞

〈V 〉 ,

where the right hand side is negative by assumption. Hence, h[ψn] can be made
negative by taking n sufficiently large, and a usage of the minimax principle
(Corollary I.1) concludes the proof.

The theorem says that it is enough that the potential V is “attractive in the
mean” to generate a negative spectrum. Consequently, H possesses a bound
state, i.e. σdisc(H) 6= ∅, if in addition V

∞−→ 0. The critical case 〈V 〉 = 0 will
be considered in the following chapter.

In three and higher dimensions, on the other hand, one cannot make the
kinetic energy represented by ‖∇ψ‖2 negligible; there is in fact a substantial
interplay between the kinetic and potential energies. Indeed, it follows from the
subcriticality of H0 (Theorem II.2) that there is no negative spectrum if V is
small in the supremum norm. On the other hand, it is easily seen that there
are always negative bound states if the potential is sufficiently attractive on a
measurable set.

Theorem II.6 (Existence of bound states for highly attractive potentials). Let
H := H0 + V where V ∈ L∞(Rd). Assume that there exist x0 ∈ Rd, R > 0 and
V0 < 0 such that

∀x ∈ BR(x0), V (x) ≤ V0 < 0.

Then there exists a dimensional constant cd > 0 such that

R2 |V0| > cd =⇒ inf σ(H) < 0 .

Proof. Let ψ be an eigenfunction of the Dirichlet Laplacian in the ball BR :=
BR(x0) corresponding to its lowest eigenvalue µ1(R), i.e.,

{
−∆ψ = µ1(R)ψ in BR(x0) ,

ψ = 0 on ∂BR(x0) .

It is well known that µ1(R) = µ1(1)/R2, where µ1(1) depends exclusively on
the dimension d (it is determined as a zero of a Bessel function). Using ψ as a
test function for the form h associated with H , we get

h[ψ] = ‖∇ψ‖2L2(BR) + (ψ, V ψ)L2(BR)

≤ ‖∇ψ‖2L2(BR) + V0 ‖ψ‖2L2(BR)

=

(
µ1(1)

R2
+ V0

)
‖ψ‖2 .

This proves the sufficient condition for the existence of negative spectrum by
virtue of the minimax principle (Corollary I.1).

The theorem says that, regardless of the dimension, a negative spectrum
is always generated by potentials V which are either “sufficiently negative” on
an open subset of Rd or the negativeness is “well spread” across Rd. Again, it
follows that H possesses a bound state, i.e. σdisc(H) 6= ∅, if in addition V

∞−→ 0.
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The proofs of the two theorems above show that the variational argument of test functions
is a powerful technique for the study of bound states. In addition to the existence, a good
choice of test function can even provide optimal quantitative estimates of eigenvalues. The
variational methods are also of highly important in numerical computations.

Summing up, we have seen that the spectrum of a Schrödinger operator
H0 + V with the potential V vanishing at infinity typically consists of a non-
negative essential spectrum and negative eigenvalues:

{λ1 ≤ λ2 ≤ · · · ≤ λN} ∪ [0,∞) (II.10)

Here the natural number N can be either finite or equal to +∞.

This is a characteristic spectrum of atomic Hamiltonians as well, where the discrete eigen-
values correspond to bound-state energies of electron orbits and the zero represents the ion-

ization energy after which the electron is not bound to the nucleus any more (it becomes
free).

It is customary in spectral theory to arrange the eigenvalues in a non-
decreasing order and to repeat them according to their multiplicities (cf Theo-
rem I.3). That is why the inequalities in (II.10) are not strict in general, since
the eigenvalues can be degenerate. However, it is a general fact that the first
eigenvalue is always simple.

Theorem II.7 (Uniqueness and positivity of the ground state). Let H :=
H0+V where V ∈ L∞(Rd). Assume that λ1 := inf σ(H) is a discrete eigenvalue.
Then the eigenvalue is simple and the corresponding eigenfunction is nowhere
zero (it can be chosen to be positive).

Proof. We adapt the proof of [13, Thm. 8.38]. If ψ is an eigenfunction of H cor-
responding to λ1, then it follows from the Rayleigh-Ritz formula (Corollary I.1)

λ1 =
‖∇ψ‖2 + (ψ, V ψ)

‖ψ‖2

that |ψ| ≥ 0 is one also. But then, by the unique continuation principle (or
Harnack’s inequality), we must have |ψ| > 0 a.e. in Rd. Hence, using the polar
decomposition ψ = |ψ|ei argψ, ψ cannot be equal to zero on a measurable subset
of Rd (and |ψ| represents a positive eigenfunction corresponding to λ1). This
argument also shows that it is impossible that two eigenfunctions corresponding
to λ1 are orthogonal. Indeed, if φ is another eigenfunction of H corresponding
to λ1, then (φ, ψ) =

∫
|φ||ψ|ei arg(ψ−φ) 6= 0. Consequently, the corresponding

eigenspace must be one-dimensional and λ1 simple.



Chapter III

Weak and strong couplings

In the preceding chapter, we saw that the spectrum of a Schrödinger operator
H0 +V (with the potential V vanishing at infinity) typically consists of a (non-
negative) essential spectrum and of some eigenvalues (called bound states) below
it (cf (II.10)). Variational methods are particularly useful to find sufficient
conditions which guarantee the existence of bound states and to derive their
basic properties.

To say more about the bound states, however, more precise methods have to
be used. In this chapter we use perturbation methods to analyse two asymptotic
regimes: weak coupling when V is small in the supremum norm and strong
coupling when V is on the contrary large in the supremum norm.

In the end of this chapter, we discuss interesting spectral bounds, called
Lieb-Thirring inequalities, which are uniform and optimal in the strong-coupling
regime.

III.1 Leitmotif: quantum square well

To illustrate the characteristic behaviour of the spectrum of Schrödinger opera-
tors in the weak and strong couplings, we first analyse the quantum-mechanical
text-book example of the square-well potential.

III.1.1 The model

In the Hilbert space L2(Rd), consider the Schrödinger operator

Hε := H0 + εV , (III.1)

where ε ≥ 0 is a (not necessarily small!) parameter and the potential is assumed
to have the piece-wise constant form

V (x) :=

{
−1 if |x| < R ,

0 if |x| ≥ R ,
(III.2)

where R is a given positive number (radius of the well).

33
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III.1.2 The essential spectrum

Since V is compactly supported, it is obviously vanishing at infinity and, by
Theorem II.4, we have

σess(Hε) = [0,∞)

for every ε ≥ 0.

III.1.3 The discrete spectrum

By virtue of the trivial bounds

H0 − ε ≤ Hε ≤ H0 ,

it follows that the possible discrete eigenvalues are squeezed between −ε and 0,
i.e.,

σdisc(Hε) ⊂ (−ε, 0) .

To see it, it is enough to realize that σ(H − ε) = [−ε,∞) for every ε ≥ 0, which
gives the inclusion with a semi-closed interval. Indeed, 0 cannot be a discrete(!)
eigenvalue by definition. At the same time, −ε is excluded by the following
argument. Let us assume, by contradiction, that −ε is an eigenvalue and let ψ be
the corresponding eigenfunction. Then the identity hε[ψ] = −ε‖ψ‖2, where hε
is the form associated with Hε, can be rewritten as follows

‖∇ψ‖2 + ε ‖ψ‖2L2(Rd\BR) = 0 ,

where BR := BR(0). Consequently, ψ is constant almost everywhere in Rd,
which contradicts ψ ∈ L2(Rd), unless ψ is trivial.

III.1.4 Dirichlet-Neumann bracketing

Let us now demonstrate the powerfulness of the Dirichlet-Neumann bracketing
(cf Section II.2.1) on this model. Let HD

ε and HN
ε denote the operator Hε,

subject to the additional Dirichlet and Neumann condition on the sphere ∂BR,
respectively. We have

HN
ε,int ⊕HN

ext ≤ HN
ε ≤ Hε ≤ HD

ε ≤ HD
ε,int ⊕HD

ext .

HereHN
ε,int andHD

ε,int are the operators on L2(BR) associated with the quadratic
form

ψ 7→
∫

BR

|∇ψ(x)|2 dx− ε
∫

BR

|ψ(x)|2 dx ,

with domain W 1,2(BR) and W 1,2
0 (BR), respectively, and HN

ext and HD
ext are the

operators on L2(Rd \BR) associated with the quadratic form

ψ 7→
∫

Rd\BR

|∇ψ(x)|2 dx ,

with domain W 1,2(Rd \BR) and W 1,2
0 (Rd \BR), respectively.

It is easy to see that

σ(Hι
ext) = σess(H

ι
ext) = [0,∞) , σ(Hι

ε,int) = σdisc(H
ι
ε,int) =: {λιn(ε)}∞n=1 ,
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with ι ∈ {N,D}, where the eigenvalues λιn(ε) are, as usual, sorted in a non-
decreasing order and repeated according to their multiplicities. Hence, denot-
ing by {λn(ε)}∞n=1 the analogous set of “eigenvalues” of Hε as defined by the
minimax principle (Theorem I.3), we arrive at

min
{
λNn (ε), 0

}
≤ λn(ε) ≤ min

{
λDn (ε), 0

}
. (III.3)

This provides quite explicit bounds on the discrete spectrum of Hε, since λιn(ε)
are well known eigenvalues of the Laplacian in the ball BR, subject to Neumann
or Dirichlet boundary condition.

For instance, for d = 1 we have

λNn (ε) =

(
(n− 1)π

2R

)2

− ε , λDn (ε) =
(nπ

2R

)2

− ε .

III.1.5 The number of bound states

The method of Dirichlet-Neumann bracketing can be also used to estimate the
number of negative eigenvalues of Hε. Let us define

Nε := max
n
{λn(ε) < 0} , N ι

ε := max
n
{λιn(ε) < 0} .

Here we adopt the convention that ND
ε = 0 if there is no n ≥ 1 such that

λDn (ε) < 0, which is always the case if ε is small enough, because λD1 (0) > 0.
On the other hand, NN

ε ≥ 1 whenever ε > 0, because λN1 (ε) = −ε < 0. As a
consequence of (III.3), we get

ND
ε ≤ Nε ≤ NN

ε .

Since Hι
ε,int are operators with compact resolvents, their eigenvalues λιn(ε)

accumulate at +∞ for any fixed ε and we have

lim
ε→∞

Nε = +∞ .

Concerning the opposite limit, using λD1 (0) > 0, λN2 (0) > 0 and λN1 (ε) = 0, we
have

lim
ε→0

Nε ≤ 1 .

This is trivially true for d ≥ 3, where we know that Hε has no discrete spec-
trum for sufficiently small ε (hence limε→0Nε = 0), because H0 is subcritical
(cf Theorem II.2). On the other hand, H0 is critical for d = 1, 2 and this
together with the asymptotic inequality tells us that Hε possesses exactly one
negative eigenvalue for all sufficiently small ε.

III.1.6 One dimension

In general, the eigenvalue problem Hεψ = λψ can be solved by gluing together
the general solutions on BR and Rd \BR, where the differential equation admits
explicit solution in terms of Bessel functions. Let us demonstrate the procedure
for d = 1.
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Let λ ∈ (−ε, 0) be an eigenvalue of Hε. The corresponding eigenfunction
ψ ∈ D(Hε) = H2(R) is a solution of the differential equation

− ψ′′ =

{
(λ+ ε)ψ if |x| < R ,

λψ if |x| ≥ R .
(III.4)

In view of the mirror symmetry x 7→ −x, the solutions are either even or
odd functions; in other words, the eigenfunctions satisfy either Neumann or
Dirichlet conditions at the origin, respectively. We are particularly interested
in the ground state which, as the eigenfunction of the lowest eigenvalue, must
be even due to the Dirichlet-Neumann bracketing. Hence, we consider only
even solutions of (III.4) in the sequel, but odd solutions can be determined
analogously.

Even solutions of (III.4) are given by

ψ(x) =

{
A cos

(√
λ+ ε x

)
if |x| < R ,

B e−
√
−λx if |x| ≥ R ,

(odd solutions have sinus instead of the cosinus). The eigenvalue λ ∈ (−ε, 0)
and the (complex) constants A and B are determined in such a way that ψ
and ψ′ are continuous at 0, for any function in H2(R) →֒ C1(R) must satisfy
these conditions, and by the normalization condition ‖ψ‖ = 1. The formers lead
to the following implicit equation

√
−λ cos

(√
λ+ ε x

)
=
√
λ+ ε sin

(√
λ+ ε x

)
.

A straightforward analysis of the implicit equation leads to to the following
asymptotic formulae for the lowest eigenvalue

λ1(ε) = −ε2R2 +O(ε3) = −ε2 〈V 〉
2

4
+O(ε3) as ε→ 0+ , (III.5)

λ1(ε) = −ε+ o(ε) = ε minV + o(ε) as ε→ +∞ . (III.6)

The first line represents a weak-coupling expansions for the ground-state en-
ergy; it turns out that the expression after the second equality holds for general
potentials V . The second line represents a strong-coupling expansions for the
ground-state energy; it turns out that the expression after second equality holds
for general potentials V and also for all eigenvalues λn(ε) (uniformly in n).

III.2 Weak coupling

In this section we give a proof of the second equality in (III.5) for a general
potential. First we point out where the difficulty lies.

III.2.1 Perturbations of discrete versus essential spectra

Let Hε := H + εV , where H is a self-adjoint and bounded from below operator
(one can think about a Schrödinger operator H = H0 + W on L2(Rd) with
W ≺≺ H0), V ≺≺ H and ε is a real parameter. Then Hε forms a holomorphic
family of operators (of type (B), cf [16, Sec. VII.4]).
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Consequently, by analytic perturbation theory [16, Sec. VII], isolated eigen-
values of finite multiplicity behave with respect to ε as in the finite-dimensional
case. For instance, if λ is a simple isolated eigenvalue of H and ψ the cor-
responding eigenfunction, then the eigenvalue λ(ε) of Hε is analytic in ε near
ε = 0 and it satisfies the well known perturbation formula

λ(ε) = λ+
(ψ, V ψ)

‖ψ‖2 ε+O(ε2) as ε→ 0 . (III.7)

This explains the relevance of definition of the discrete spectrum.
However, the situation is very different if λ is a point of the essential spec-

trum of H . For instance, the square-well Hamiltonian (III.1) clearly forms a
holomorphic family of operators (here we have even a bounded perturbation
since the potential (III.2) is bounded), but λ = 0 is not an eigenvalue and the
perturbation formula (III.7) does not make any sense. Still, however, the dis-
crete eigenvalue created at the essential spectral threshold possesses a quite nice
analytic expansion (III.5) in ε > 0 near ε = 0. How to derive it for a general
potential?

III.2.2 Birman-Schwinger principle

A powerful approach to study singular perturbation problems is represented by
the so-called Birman-Schwinger principle. (For more facts and applications, we
refer to [26].)

Let H := H0 + V , where V is bounded. Assume that λ is a negative eigen-
value of H with eigenfunction ψ, i.e., Hψ = λψ. We rewrite the eigenvalue
equation as follows

(H0 − λ)ψ = −V ψ = −V 1/2|V |1/2ψ ,

where we have denoted V 1/2 := |V |1/2 sgn(V ). Now, let us formally multiply
the identity by V −1/2 and formally decompose 1 = |V |−1/2|V |1/2, which gives

V −1/2(H0 − λ)|V |−1/2|V |1/2ψ = −|V |1/2ψ .

Introducing φ := |V |1/2ψ and formally inverting the operator on the left hand
side, we finally arrive at

−φ =
[
V −1/2(H0 − λ)|V |−1/2

]−1

φ = |V |1/2(H0 − λ)−1V 1/2φ =: Kλφ .

That is, the operator Kλ has eigenvalue −1.
Notice that, while the derivation of the eigenvalue equation for Kλ has been

formal, the ultimate equation does not pose any problems, since Kλ is a well
defined bounded operator on L2(Rd). Indeed, |V |1/2 and V 1/2 are operators of
multiplication by bounded functions, and the inverse (H0 − λ)−1 exists and is
bounded because σ(H0) = [0,∞). This suggests:

Proposition III.1 (Birman-Schwinger principle). Let V be bounded and λ < 0.
Then

λ ∈ σp(H0 + V ) ⇐⇒ −1 ∈ σp(Kλ) ,

where Kλ := |V |1/2(H0 − λ)−1V 1/2 with V 1/2 := |V |1/2 sgn(V ).
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Proof. ⇒ If (H0 + V )ψ = λψ, we have ψ ∈ W 2,2(Rd), so φ := |V |1/2ψ is in
L2(Rd) and

Kλφ ≡ |V |1/2(H0−λ)−1V ψ = −|V |1/2(H0−λ)−1(H0−λ)ψ = −|V |1/2ψ ≡ −φ .

⇐ Conversely, if Kλφ = −φ, then we define ψ := −(H0 − λ)−1V 1/2φ ∈ D(H)

and get

(H0 − λ)ψ = −V 1/2φ = V 1/2Kλφ = V (H0 − λ)−1V 1/2φ ≡ −V ψ .

The free resolvent Rz := (H0−z)−1 for z ∈ C\ [0,∞) is an integral operator
(i.e., (Rzψ)(x) =

∫
Rd Gz(x, x

′)ψ(x′)dx′) with explicit kernel (Green’s function)

Gz(x, x
′) :=






e−
√
−z |x−x′|

2
√
−z if d = 1 ,

K0

(√−z |x− x′|
)

2π
if d = 2 ,

e−
√
−z |x−x′|

4π |x− x′| if d = 3 ,

(III.8)

where K0 is Macdonald’s function [1, Sec. 9.6.4] (for higher dimensions, the
kernel can be expressed in terms of Bessel functions).

Consequently, Kλ for λ < 0 is an integral operator with kernel

Kλ(x, x
′) = |V (x)|1/2Gλ(x, x′)V (x′)1/2

(with an abuse of notation, we keep the same letter for the kernel of an integral
operator). Hence, the idea of the Birman-Schwinger principle is that a partial
differential equation is replaced by an integral one. The latter is more suitable
for the analysis of the singular limit λ→ 0−.

Let x 6= x′. We note that

Gλ(x, x′) ∼

8

>

>

<

>

>

:

1

2
√
−λ

if d = 1 ,

− log
√
−λ

2π
if d = 2 ,

as λ→ 0−

while the limit of Gλ(x, x′) as λ → 0− exists for d = 3 (and also for higher dimensions).
This singularity of the Green function in one and two dimensions is in fact responsible for the
criticality of H0.

III.2.3 Weak-coupling analysis in one dimension

Now we are in a position to justify the weakly coupled asymptotics (III.5) for
any potential V “attractive in the mean”, i.e. 〈V 〉 < 0. For simplicity, we
restrict ourselves to the one-dimensional case. The analysis in two dimensions
is analogous, one only needs to take into account the different type of singularity
of the free resolvent. We follow [27].

Consider the Schrödinger operator Hε := H0 + εV on L2(R), where ε is
a small positive parameter and V is bounded (further assumptions about the
potential will be imposed later). According to the Birman-Schwinger principle
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(Proposition III.1), λ = λ(ε) is a negative eigenvalue of Hε if, and only if, −1 is
an eigenvalue of the integral operator εKλ, where

Kλ(x, x
′) = |V (x)|1/2 e

−
√
−λ |x−x′|

2
√
−λ

V (x′)1/2 .

The key idea is that Kλ has a well behaved limit as λ → 0− except for a
divergent rank-one piece. The singularity can be singled out by decomposing
the operator Kλ as follows

Kλ = Lλ +Mλ ,

where Lλ and Mλ are integral operators with kernels

Lλ(x, x
′) := |V (x)|1/2 1

2
√
−λ

V (x′)1/2 ,

Mλ(x, x
′) := |V (x)|1/2 e

−
√
−λ |x−x′| − 1

2
√
−λ

V (x′)1/2 .

The operator Mλ is well behaved in the limit λ→ 0−. Indeed, it is easy to see
that its kernel converges pointwise to the kernel

M0(x, x
′) := −|V (x)|1/2 |x− x

′|
2

V (x′)1/2

as λ → 0−. Furthermore, it can be shown that the convergence holds in the
operator norm.

Lemma III.1. Assume V ∈ L1(R, (1 + x2) dx). Then

lim
λ→0−

‖Mλ −M0‖ = 0 ,

where ‖ · ‖ denotes the operator norm on L2(R).

Proof. We actually prove the convergence in a stronger topology of Hilbert-
Schmidt operators. We have

‖M0‖2HS ≡
∫

R×R

|M0(x, x
′)|2 dx dx′

≤ 1

4

∫

R×R

|V (x)|(x2 + x′2)|V (x′)| dx dx′

=
1

2

∫

R

|V (x)|x2 dx

∫

R

|V (x′)| dx′

≤ 1

2

(∫

R

|V (x)| (1 + x2) dx

)2

.

Hence, under the stated assumptions, M0 is a Hilbert-Schmidt operator (there-
fore bounded because ‖A‖ ≤ ‖A‖HS holds for any Hilbert-Schmidt operator as a
consequence of the Schwarz inequality). Since Mλ(x, x

′) converges to M0(x, x
′)

pointwise (i.e., for every x, x′ ∈ R) as λ→ 0− and |Mλ(x, x
′)| ≤ |M0(x, x

′)| for
every x, x′ ∈ R and all λ < 0, the dominated convergence theorem yields

lim
λ→0−

‖Mλ −M0‖HS = 0 .

In particular, Mλ converges to M0 in the operator norm.
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It is clear from the proof of the preceding lemma that ‖Mλ‖ ≤ ‖M0‖HS <∞.
Thus ‖εMλ‖ < 1 holds for sufficiently small ε; namely for such that

ε

∫

R

|V (x)| (1 + x2) dx <
√

2 . (III.9)

Then I + εMλ is invertible and we may write

(I + εKλ)
−1 =

{
(I + εMλ)

[
I + (I + εMλ)

−1εLλ
]}−1

=
[
I + (I + εMλ)

−1εLλ
]−1

(I + εMλ)
−1 .

It follows that εKλ has eigenvalue −1 if, and only if, the same is true for the
operator

P ελ := (I + εMλ)
−1εLλ .

Since Lλ is a rank-one operator by definition, we can write

P ελ = φ (ψ, ·) ,

with

ψ := ε
1

2
√
−λ

V 1/2 , φ := (I + εMλ)
−1|V |1/2 .

Then it is clear that P ελ has just one eigenvalue, namely (ψ, φ). Putting it equal
to −1, we get the following condition.

Theorem III.1 (Basic criterion for the existence of bound state). Assume
V ∈ L1(R, (1 + x2) dx). Let ε be so small that (III.9) holds. Let λ < 0. Then

λ ∈ σp(Hε) ⇐⇒
√
−λ = −ε

2

(
V 1/2, (I + εMλ)

−1|V |1/2
)
. (III.10)

In this way the integral equation Kλφ = −φ has been reduced to solving an
algebraic equation.

Finally, inserting the identity

(I + εMλ)
−1 = I − εMλ(I + εMλ)

−1

into the implicit equation in (III.10) and employing (the proof of) Lemma III.1,
we get the following sufficient condition for the existence of negative bound
state.

Corollary III.1 (Sufficient condition for the existence of bound state). Assume
V ∈ L1(R, (1+x2) dx). Let ε be so small that (III.9) holds. If 〈V 〉 < 0, then Hε

possesses a negative eigenvalue λ = λ(ε). The following asymptotic expansion

√
−λ(ε) = −ε

2
〈V 〉+O(ε2) as ε→ 0+ (III.11)

holds.

This asymptotic expansion coincides with (III.5) in the special case of square-
well potential.

III.2.4 Addenda to Section III.2.3

The analysis of the preceding section is incomplete from several respects.
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The essential spectrum

Notice that we did not say a word about the essential spectrum of Hε. The
potential V was not assumed to be vanishing at infinity, so it is not clear that
inf σess(Hε) ≥ 0 and that the negative eigenvalue of Corollary III.1 belongs to
the discrete spectrum of Hε. However, this is true under the hypotheses of
Theorem III.1 and Corollary III.1.

Proposition III.2 (Stability of σess under relatively compact perturbation).
Let H := H0 + V on L2(R), where V ∈ L1(R) ∩ L∞(R). Then

σess(H) = σess(H0) = [0,∞) .

Proof. Since V is bounded, we obviously have z ∈ ρ(H0) ∩ ρ(H) for sufficiently
negative z ∈ R. Then the second resolvent identity yields

(H − z)−1 − (H0 − z)−1

= −(H − z)−1V (H0 − z)−1

= − (H − z)−1V 1/2

︸ ︷︷ ︸
bounded

|V |1/2(H0 − z)−1/2

︸ ︷︷ ︸
compact

(H0 − z)−1/2

︸ ︷︷ ︸
bounded

.

To see that A := |V |1/2(H0 − z)−1/2 is compact, it is enough to notice that

AA∗ = |V |1/2(H0 − z)−1|V |1/2

is compact, since it is in fact Hilbert-Schmidt if V ∈ L1(R) (cf the proof of
Lemma III.1). Hence, the resolvent difference is a compact operator and it
follows (from Weyl’s theorem [25, Thm. XIII.14], different from Theorem I.2!)
that H and H0 have the same essential spectrum.

Problem III.1. Find an example of V ∈ L1(R) ∩ L∞(R) that does not vanish at infinity.
Solution. For instance,

V (x) :=
∞

X

n=1

χ[n−n−2,n+n−2](x) .

The uniqueness of the bound state

It is not clear from Corollary III.1 that there are no additional negative eigen-
values (in addition to λ) provided that ε is small enough. However, this is true
under the stated assumptions about V .

Indeed, it is obvious for compactly supported potentials, since then

Hε ≥ H0 + εV0 with V0(x) := (ess inf V ) χ[inf suppV,sup suppV ](x) .

(Note that necessarily ess inf V < 0 because 〈V 〉 < 0.) Hence, the number of
negative eigenvalues of Hε is bounded from above by the number of negative
eigenvalues of the square-well HamiltonianH0+εV0. However, from the analysis
in Section III.1.5, we know that the latter tends to 1 as ε→ 0+.

For a general V ∈ L1(R, (1 + x2) dx), the uniqueness of λ(ε) for suffi-
ciently small ε can be established by a careful analysis of the implicit equation
in (III.10), cf [27].

On the other hand, if an attractive V is vanishing very slowly at infinity,
Hε can have an infinite number of negative eigenvalues for arbitrarily small
positive ε.
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The sufficient and necessary condition for the bound state

Using the uniqueness of the bound state corresponding to the expansion (III.11),
it is easy to see that the discrete spectrum of Hε is empty if 〈V 〉 > 0 and ε > 0
is sufficiently small. It remains to analyse the critical situation 〈V 〉 = 0.

Employing Theorem III.1, it is not difficult to compute the next term in the
asymptotic expansion of the bound state:

√
−λ(ε) = −ε

2
〈V 〉 − ε2

4

∫

R×R

V (x)|x − x′|V (x′) dx dx′ +O(ε3) . (III.12)

as ε → 0+. If 〈V 〉 = 0, the leading-order term vanishes and one has to check
the sign of the quadratic term. It turns out that it is positive whenever 〈V 〉 = 0
and V 6= 0. Indeed,

−
∫

R×R

V (x)|x − x′|V (x′) dx dx′ = lim
ǫ→0

∫

R×R

V (x)
e−ǫ|x−x

′| − 1

2ǫ
V (x′) dx dx′

= lim
ǫ→0

2

∫

R×R

V (x)
e−ǫ|x−x

′|

2ǫ
V (x′) dx dx′

≡ lim
ǫ→0

2
(
V,G−ǫ2 ∗ V

)

= lim
ǫ→0

2
(
V̂ , ̂G−ǫ2 ∗ V

)

= lim
ǫ→0

2
(
V̂ , Ĝ−ǫ2 V̂

)

= lim
ǫ→0

2

∫

R

|V̂ (k)|2
k2 + ǫ2

dk

= 2

∫

R

|V̂ (k)|2
k2

dk > 0 .

Summing up, we have:

Theorem III.2 (Weakly coupled ground state). Let V ∈ L1(R, (1+x2) dx) and
V 6= 0. Then Hε has an eigenvalue λ(ε) < 0 for all small ε > 0 if, and only if,
〈V 〉 ≤ 0. In such a case, the eigenvalue is is unique, simple and obeys (III.12).

Of course, this does not prevent Hε from possessing negative eigenvalues for
some large ε even if 〈V 〉 ≥ 0. Actually, as we shall se in the following section, the
number of negative eigenvalues of Hε overpasses any given number as ε → ∞
provided that V is negative on a measurable set.

Two dimensions

In two dimensions, under suitable assumption about the decay of V at infinity,
〈V 〉 ≤ 0 is again a sufficient and necessary condition for the existence of a
negative eigenvalue λ(ε) of Hε for all small ε > 0, and the eigenvalue is again
simple and unique if ε is sufficiently small. The main difference with respect
to the one-dimensional case is that the weakly coupled bound state is much
weaklier coupled, in the sense that the eigenvalue has an exponential decay as
ε→ 0+. Indeed, the eigenvalue can be expressed as

λ(ε) = −e2w(ε)−1

,
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where w(ε) has the following asymptotic expansion

w(ε) =
ε

2π
〈V 〉+

( ε

2π

)2
∫

R2×R2

V (x)

(
γE + log

|x− x′|
2

)
V (x′) dx dx′ +O(ε3)

as ε→ 0+. Here γE denotes Euler’s constant.

III.3 Strong coupling

In this section Hε := H0 + εV on L2(Rd), where V is bounded and ε > 0. The
potential V may be non-vanishing at infinity. We are interested in the behaviour
of the spectrum of Hε in the limit when ε→ +∞. We follow [11, App. A].

III.3.1 The result

For every non-negative ε, we consider the non-decreasing sequence of numbers
{λn(ε)}∞n=1 as defined for Hε by the minimax principle (Theorem I.3).

Theorem III.3 (Strong-coupling asymptotics). Let Hε := H0 + εV , where V
is bounded. Then

∀n ∈ N∗, lim
ε→+∞

λn(ε)

ε
= Vmin := ess inf V .

In other words, for every n ∈ N∗, we have the asymptotic expansion

λn(ε) = εVmin + o(ε) as ε→ +∞ . (III.13)

In particular, if V is vanishing at infinity, σess(Hε) = [0,∞) and the numbers
λn(ε) < 0 (if any) represent negative eigenvalues of Hε. Then the theorem
extends the asymptotic formula (III.6) for the strongly coupled negative ground
state of the square-well Hamiltonian to general potentials and to all negative
eigenvalues.

Theorem III.3 is proved in two steps: by establishing a lower bound for λn(ε)
and then an asymptotic upper bound as ε→ +∞.

III.3.2 A lower bound

For every ψ ∈ D(hε) = W 1,2(Rd), where hε is the form associated with Hε, we
have

hε[ψ] ≡ ‖∇ψ‖2 + ε (ψ, V ψ) ≥ εVmin ‖ψ‖2 .

Then the minimax principle implies

λn(ε) ≥ εVmin (III.14)

for every ε > 0 and all n ∈ N∗. (This also shows that the remainder o(ε)
becomes non-negative as ε→ +∞.)
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III.3.3 Auxiliary results

Before proving an opposite estimate, we need some auxiliary results from ele-
mentary spectral theory.

First, we need to recall some basic facts about multiplication operators. To
clarify the exposition, in this subsection we consistently distinguish between a
multiplication operator and its generating function.

Let V : Rd → R be a measurable function (not necessarily bounded). We
denote by V̂ the maximal operator of multiplication by V on L2(Rd), i.e.,

D(V̂ ) :=
{
ψ ∈ L2(Rd) | V ψ ∈ L2(Rd)

}
, V̂ ψ := V ψ .

Since V is real-valued, the operator V̂ is self-adjoint (cf [29, Sec. 5.1, Ex. 2]).
V̂ is bounded if, and only if, V ∈ L∞(Rd). If V ∈ L∞

loc(R
d), then C∞

0 (Rd) is a

core of V̂ (cf [29, Sec. 5.1, Ex. 2]).
Every eigenvalue of V̂ has infinite multiplicity (cf [29, Exe. 5.23]), hence the

spectrum of V̂ is purely essential. In general, the spectrum of V̂ is equal to the
essential range of the function V (cf [6, Ex. 4.3.7]). Summing up,

σ(V̂ ) = σess(V̂ ) = Ress(V ) :=
{
λ ∈ R

∣∣ ∀δ > 0, |V −1((λ− δ, λ+ δ))| > 0
}
.

In particular, if V is continuous, then σ(V̂ ) = R(V ).
We shall also need the following general characterization of the spectrum of

a self-adjoint operator H . It resembles Weyl’s criterion (Theorem I.2), except
for the fact that the singular sequence of the latter is not required to be orthog-
onal. This makes Weyl’s criterion more suitable for determining the essential
spectrum, but less explicit if the essential spectrum is known and one wants to
exploit the orthogonality of the singular sequence.

Theorem III.4 (Improved Weyl’s criterion). Let H be a self-adjoint operator
on H. A point λ belongs to σess(H) if, and only if, there exists a sequence
{ψn}n∈N ⊂ D(H) such that

1. ∀n,m ∈ N, (ψn, ψm) = δnm ,

2. Hψn − λψn −−−−→
n→∞

0 .

Proof. ⇐ Every orthonormal sequence weakly converges to zero. This follows
from the Bessel inequality

∀ψ ∈ H, ‖ψ‖2 ≥
∑

n∈N

|(ψn, ψ)|2 .

Hence, {ψn}n∈N is a singular sequence of H and Weyl’s criterion yields λ ∈
σess(H).

⇒ To prove the converse implication, we mimic the proof of Weyl’s criterion
based on spectral theorem in [29, proof of Thm. 7.2.4]. There are two alterna-
tives for a point λ to be in the essential spectrum of a self-adjoint H . First,
if λ is an eigenvalue of infinite multiplicity, then there exists an orthonormal
sequence {ψn}n∈N in the kernel of H−λ; this sequence trivially satisfies item 2.
Second, if λ is an accumulation point of of σ(H), then there exists a sequence
{λn}n∈N such that, for all n,m ∈ N,

λn 6= λ , λn = λm ⇒ n = m, λn −−−−→
n→∞

λ .
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Let now choose ǫn > 0 so small that the intervals (λn− ǫn, λn+ ǫn) be mutually
disjoint. Since λn ∈ σ(H), we have

E(λn + ǫn)− E(λn − ǫn) 6= 0 ,

where E is the spectral family of H . Let us choose a normed element

ψn ∈ R
(
E(λn + ǫn)− E(λn − ǫn)

)
.

Then we obviously have that such a constructed sequence {ψn}n∈N is a subset
of D(H) and satisfy items 1 and 2.

III.3.4 An upper bound

Now we continue with the proof of Theorem III.3. To obtain an upper bound
to λn(ε), we construct a suitable “test function” based on the singular sequence
of V̂ corresponding to Vmin.

Since Vmin ∈ σess(V̂ ), by Theorem III.4, there exists a sequence {ψi}i∈N∗ ⊂
D(V̂ ) orthonormalized in L2(Rd) such that

‖V ψi − Vminψi‖ −−−→
i→∞

0 .

Since C∞
0 (Rd) is a core of V̂ and V is bounded, it follows that there is also a

sequence {φi}i∈N∗ ⊂ C∞
0 (Rd) satisfying the double limits

(φi, φj)− δij −−−−→
i,j→∞

0 , (φi, V φj − Vminφj) −−−−→
i,j→∞

0 .

For k,N ∈ N∗, define N ×N symmetric matrices AN (k) and BN (k) by

AN (k) :=
{
(φi+k, V φj+k)

}N
i,j=1

, BN (k) :=
{
(φi+k, φj+k)

}N
i,j=1

.

Given any N ∈ N∗, choose k = k(N) ∈ N∗ sufficiently large so that

AN (k(N)) − Vmin IN ≤ N−1 IN , BN (k(N)) ≥ 1
2 IN , (III.15)

in the sense of matrices, where IN denotes the N ×N identity matrix.
In view of the second inequality of (III.15), span{φi+k}Ni=1 is anN -dimensional

subspace of D(hε) ⊃ C∞
0 (Rd). Thus, the minimax principle (Theorem I.3) yields

∀n ∈ {1, . . . , N}, λn(ε) ≤ cn(ε,N) ,

where {cn(ε,N)}Nn=1 are the eigenvalues (written in increasing order and re-
peated according to multiplicity) of the matrix, with k = k(N),

CN (ε) :=
{
hε(φi+k, φj+k)

}N
i,j=1

.

However, (III.15) implies

CN (ε) =
{
(∇φi+k,∇φj+k)

}N
i,j=1

+ εAN (k(N))

≤ d(N) IN + ε (Vmin +N−1) IN ,
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where d(N) denotes the maximal eigenvalue of the matrix
{
(∇φi+k,∇φj+k)

}N
i,j=1

.

Consequently,

∀n ∈ {1, . . . , N}, lim
ε→+∞

λn(ε)

ε
≤ Vmin +N−1 .

Since N can be chosen arbitrarily large, we eventually have

∀n ∈ N∗, lim
ε→+∞

λn(ε)

ε
≤ Vmin .

This together with (III.14) concludes the proof of Theorem III.3.

III.3.5 A relation to semiclassical limit

Recall that, already in Chapter I, we put Planck’s constant, ~, and twice the
particle mass, 2m, equal to one. Recovering the physical constants, the Hamil-
tonian a quantum particle of mass m subjected to potential energy V reads

Hphys
α = αH0 + V , with α :=

~2

2m
,

where we keep the notation H0 for the self-adjoint realization of the Laplacian
on L2(Rd). The semiclassical limit usually referres to taking α → 0+ (small
Planck’s constant or large particle mass).

Writing
Hphys
α = α

(
H0 + α−1V

)
,

we have
σ(Hphys

α ) = ασ(Hα−1) ,

where, in accordance with our previous notation, Hε := H0 + εV . Hence, as a
consequence of the strong-coupling asymptotics (Theorem III.3),

inf σ(Hphys
α ) = Vmin + o(1) as α→ 0 + .

This result can be interpreted as that quantum physics reduces to classical
physics on large scales (i.e., small Planck’s constant or large mass). Indeed, the
equilibrium of a classical particle is achieved at the minimum of the potential
energy (in quantum physics, however, the situation is not that simple).

III.4 Lieb-Thirring inequalities

We conclude this chapter by saying a few words of one type of bounds on a sum of
powers of eigenvalues, known as Lieb-Thirring inequalities. These estimates are
particularly interesting from two points of view. Firstly, as uniform estimates,
they hold globally, regardless of the coupling regime. Secondly, they become
sharp in the semiclassical/strong-coupling limit. We rely on [21, 5, 20].

Let H := H0 + V on L2(Rd), where V = V+ − V− is a bounded potential
(V± := max{±V, 0}). For simplicity, in this section we assume V ∈ C0(R

d).
Since the potential is bounded and of compact support, it follows that σess(H) =
[0,∞) and that the number N (counting multiplicities) of negative eigenvalues
(if any)

−∞ < λ1 < λ2 ≤ · · · ≤ λN < 0
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is finite (i.e. 0 ≤ N <∞).
Put γ ≥ 0. A Lieb-Thirring (LT) inequality is the following bound on the

sum of momenta of the discrete eigenvalues

N∑

n=1

|λn|γ ≤ Lγ,d
∫

Rd

V−(x)γ+ d

2 dx . (III.16)

Here, for appropriate pairs γ and d, Lγ,d is a finite constant, which is indepen-
dent of V .

An interesting feature of such type of estimates consists in that the integral
on the right hand side appears in the semiclassical/strong-coupling asymptotics
for such a sum. Indeed, it is proportional to the phase-space integral

∫

Rd

∫

Rd

{
|p|2 + V (x)

}γ
−
dx dp

(2π)d

of the corresponding classical system. Hence the inequalities allow one to extract
hard information on the negative spectrum of Schrödinger operators from their
classical counterparts, uniformly, in the non-asymptotical regime as well.

It is important to stress that (III.16) cannot hold for arbitrary values of γ
and d. Indeed, it follows from our weak coupling analysis in one dimension
(cf Corollary III.1) that any arbitrarily small potential V such that V+ = 0 and
V− > 0 generate at least one bound state. Hence the left hand side of (III.16)
for γ = 0, being the counting function of the negative spectrum, is a positive
integer for any such potential. On the other hand, the phase-space integral on
the right hand side of (III.16) can be arbitrarily small. This contradicts (III.16)
for γ = 0 and d = 1. The same argument applies in d = 2 (cf the last
paragraph of Section III.2.4). This shows that the validity of LT inequalities is
far from being trivial (without speaking about the issue of optimal constant Lγ,d
in (III.16)).

Theorem III.5 (Validity of LT inequalities). Let V ∈ C0(R
d). Then (III.16)

holds if, and only if,

γ ≥ 1/2 for d = 1 ,

γ > 0 for d = 2 ,

γ ≥ 0 for d ≥ 3 .

The proof of the theorem is based on ‘trace identities’ (for a proof in d ≤ 3,
see [21, Thm. 12.4]). We shall not prove the theorem here, but we would like to
present an alternative, beautiful proof of R. Benguria and M. Loss [5], employing
‘commutation method’, for the special case γ = 3/2 and d = 1:

N∑

n=1

|λn|3/2 ≤
3

16

∫

R

V−(x)2 dx . (III.17)

Here the constant L3/2,1 = 3/16 is best possible, as it can be seen from Weyl’s
law on the distribution of eigenvalues.

Proof for γ = 3/2 and d = 1. First of all, we see from the minimax principle
that the effect of V+ is only to increase the eigenvalues λn and, since V+ does
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not appear on the right hand side of (III.17), we may as well set V+ = 0 (so
that V = −V− ≤ 0). (This reasoning applies to the proof of any of the LT
inequalities (III.16).)

Recall that H has N negative eigenvalues

λ1 < λ2 ≤ · · · ≤ λN .

It is well known that the lowest eigenvalue λ1 is not degenerate and that the
corresponding eigenfunction ψ1 can be chosen to be positive (cf Theorem II.7).
Moreover, outside the range of the potential, we have

ψ1(x) =

{
C−e
√

|λ1|x if x < inf supp(V ) ,

C+e
−
√

|λ1|x if x > sup supp(V ) ,
(III.18)

where C± are some positive constants. Thus the function

F :=
ψ′

1

ψ1

is well defined on R and satisfies the Riccati equation

F ′ + F 2 = V − λ1 , (III.19)

together with the conditions

F (x) =

{√
|λ1| if x < inf supp(V ) ,

−
√
|λ1| if x > sup supp(V ) .

(III.20)

A simple computation shows that the operator H can be written as

H = D∗D + λ1 ,

where

D := ∇− F , D∗ := −∇− F , D(D) := W 1,2(R) =: D(D∗) .

It is a general fact 1 that the operators D∗D and DD∗ on L2(R) have the same
spectrum, with the possible exception of the zero eigenvalue. Obviously, D∗D
has a zero eigenvalue which corresponds to the ground state ψ1 of H . On the
other hand, DD∗ does not have a zero eigenvalue. It follows from the fact that
the corresponding eigenfunction φ satisfies φ′ = −Fφ (because D∗φ = 0), and
hence φ(x) = C/ψ1(x) which grows exponentially due to (III.18) and is not
therefore normalizable.

Thus the new Schrödinger operator

H̃ := DD∗ + λ1 = −∆− F ′ + F 2 + λ1 = −∆ + V − 2F ′

has, except for the eigenvalue λ1, precisely the same negative eigenvalues as H .
Also note that the potential V − 2F ′ is continuous and has support in the same
interval as V due to (III.20).

1Check conditions. Is V ∈ C0(R) enough?
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Next, we compute using the Riccati equation (III.19)

∫

R

[V (x)− 2F ′(x)]2 dx =

∫

R

V (x)2 dx− 4

∫

R

[λ1 + F (x)2]F ′(x) dx .

The last term can be computed explicitly using (III.20) and we obtain

∫

R

[V (x) − 2F ′(x)]2 dx =

∫

R

V (x)2 dx− 16

3
|λ1|3/2 .

Thus

N∑

n=1

|λn|3/2 −
3

16

∫

R

V (x)2 dx =

N∑

n=2

|λn|3/2 −
3

16

∫

R

[V (x)− 2F ′(x)]2 dx

and the Schrödinger operator H̃ with the potential V − 2F ′ has precisely the
negative eigenvalues

λ2 < λ3 ≤ · · · ≤ λN .
Continuing this process we remove one eigenvalue after another. After the last
one is removed, a manifestly negative quantity is left over, and this proves (III.17).



Chapter IV

The nature of essential

spectrum

Up to now we have been interested only in qualitative properties of the essential
spectrum of Schrödinger operators. Our study has been restricted to locating
the essential spectrum as a set (which coincides with the non-negative semi-axis
for potentials vanishing at infinity) and then we have been mainly concerned
with bound states corresponding to discrete (negative) eigenvalues. However,
the information coming from the discrete spectrum is far from being satisfactory
for the full understanding of spectral properties.

In atomic physics, the discrete spectrum corresponds to energies of electron
orbits, while the essential spectrum is referred to as the ionization energies for
which the electron typically propagates as a free particle. However, the latter
is still to be proved, since, by definition, the essential spectrum may contain
“singular” components, such as embedded eigenvalues, and it is just its specific
part which indeed corresponds to “freely propagating states”.

In this chapter we therefore focus on the nature of the essential spectrum
and present methods which enables one to state properties (or even prove the
absence) of the singular components of the essential spectrum.

IV.1 Preliminaries

IV.1.1 Singular and continuous spectra

Up to now we have considered the partition of the spectrum of a self-adjoint
operator into discrete and essential spectra. In this chapter another partition of
the spectrum will be useful. (We refer to [16, Sec. X.1.2], [29, Sec. 7.4] or [23,
Sec. 7.2] for more details.)

By the spectral theorem (Theorem I.1), to every self-adjoint operator H
on a Hilbert space H there exists exactly one (right-continuous) spectral family
EH : R→ B(H) for which

H =

∫

σ(H)

λ dEH(λ) .

50
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The spectral family {EH(λ)}λ∈R determines a projection-valued function EH(Ω)
defined for all Borel sets Ω ∈ R via

EH((a, b]) := EH(b)− EH(a) , EH([a, b]) := EH(b)− EH(a−) ,

EH([a, b)) := EH(b−)− EH(a−) , EH((a, b)) := EH(b−)− EH(a) ,

where a < b. For any fixed ψ ∈ H, this in turn defines a (non-negative, countably
additive) spectral measure associated with H , for all Borel sets Ω ∈ R, via

µψ(Ω) :=
(
ψ,EH(Ω)ψ

)
. (IV.1)

By the Lebesgue decomposition theorem, any measure µ on R can be uniquely
decomposed into

µ = µpp + µac + µsc ,

where µpp is a pure point measure, µac is an absolutely continuous measure
and µsc is a singularly continuous measure (with respect to Lebesgue measure).
Then the Hilbert space H admits the decomposition

H = Hpp ⊕Hac ⊕Hsc , (IV.2)

where

Hpp := {ψ ∈ H | µψ is pure point} ,
Hac := {ψ ∈ H | µψ is absolutely continuous} ,
Hsc := {ψ ∈ H | µψ is singularly continuous} .

The sets

σpp(H) := σ(H ↾ Hpp) , σac(H) := σ(H ↾ Hac) , σsc(H) := σ(H ↾ Hsc) ,

are called the pure point, absolutely continuous and singularly continuous spec-
trum of H , respectively. We obviously have

σ(H) = σpp(H) ∪ σac(H) ∪ σsc(H) .

Attention,
σpp(H) 6= σp(H) , but σpp(H) = σp(H) ,

where σp(H) denotes the set of eigenvalues ofH , in accordance with our previous
notation. Finally, the sets

σc(H) := σac(H) ∪ σsc(H) , σs(H) := σsc(H) ∪ σpp(H)

are called the continuous and singular spectrum of H .
In the quantum-mechanical context, the decomposition (IV.2) means that

any quantum state is a sum of bound states (correspodning to not necessarily
discrete eigenvalues), scattering states and states with no physical interpreta-
tion. One goal of this chapter is to show that this last type of states does not
occur, i.e. σsc(H) = ∅, for a class of physically interesting potentials. Another
objective is to possibly exclude eigenvalues embedded in the essential spectrum.

There exist examples of Schrödinger operators possessing singularly contin-
uous spectrum, or even having purely(!) singularly continuous spectrum. The
potentials are typically random or almost periodic functions [7].
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IV.1.2 Two examples of embedded eigenvalues

At the same time, it is not difficult to construct examples of Schrödinger oper-
ators possessing eigenvalues embedded in the essential spectrum.

Example IV.1 (Tensor product of operators). Let us consider

H1 := H0 + V on L2(R) ,

where the potential V is such that σess(H1) = [0,∞) and H1 possesses a (finite
or infinite) number of negative eigenvalues λn, i.e.,

σ(H1) = {λ1 < λ2 ≤ λ3 ≤ . . . } ∪ [0,∞) .

We know that the essential spectrum coincides with the non-negative semi-axis
if V

∞−→ 0 (Theorem II.4) and that there exists at least one negative eigenvalue
if in addition 〈V 〉 < 0 (Theorem II.5). Moreover, in the strong-coupling limit
(cf Theorem III.3), the number of negative eigenvalues can be made arbitrarily
large and they are all located close to Vmin < 0. In particular, recalling the
simplicity of the ground state and the continuous dependence of the eigenvalues
on the coupling parameter, there clearly exists a potential V for which

λ1

2
< λ2 < 0

(and/or other negative eigenvalues λn satisfy this inequality). That is, the sec-
ond eigenvalue λ2 (and/or another excited eigenvalue) is closer to the threshold
of the essential spectrum 0 than to the threshold of the spectrum λ1.

We define the decomposed operator

H := H1 ⊗ I + I ⊗H1 on L2(R)⊗ L2(R) ,

where I denotes the identity operator on L2(R) and ⊗ stands for the tensor
product of operators (cf [23, Sec. VIII.10]). Since

σ(H) = σ(H1) + σ(H1) ,

the essential spectrum of H is [λ1,∞), H possesses discrete eigenvalues in the
interval [2λ1, λ1) (at least 2λ1 and doubly degenerated λ1 +λ2) but also at least
one embedded eigenvalue 2λ2 > λ1. Schematically,

σ(H) = {2λ1 < λ1 + λ2 ≤ λ1 + λ2 ≤ λ1 + λ3 ≤ . . . }∪[λ1,∞)

∋ {2λ2 ≤ λ2 + λ3 ≤ . . . }.

Clearly, H is a Schrödinger operator (indeed, it can be identified with the
Schrödinger operator on L2(R2) determined by the potential x 7→ V (x1)+V (x2))
and the generalization to higher dimensions is straightforward.

A more sophisticated example is the following.

Example IV.2 (Zero eigenvalue for a quantum square well). Let us consider
the square-well Hamiltonian (III.1)

Hε := H0 − εχBR
,
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where ε ≥ 0 and χBR
denotes the (operator of multiplication by the) character-

istic function of the ball BR of radius R > 0 centered at the origin of Rd. We
derive a sufficient condition which guarantees that the threshold of the essential
spectrum, i.e. inf σess(Hε) = 0, is at the same time an eigenvalue of Hε.

A ψ ∈ D(Hε) = W 2,2(Rd) is an eigenfunction of Hε corresponding to zero
eigenvalue if, and only if,

−∆ψ =

{
εψ in BR ,

0 in Rd \BR .
(IV.3)

The second equation does not admit a non-trivial radially symmetric solution
ψ ∈ L2(Rd \BR) unless d ≥ 5 when

ψ(x) := |x|−(d−2) for |x| ≥ R

is easily checked to be harmonic and square-integrable in Rd \ BR. To satisfy
the first equation, we consider the eigenfunction φ1 corresponding to the lowest
eigenvalue λ1 of the Robin problem






−∆φ = λφ in BR ,

∂φ

∂n
+ αφ = 0 on ∂BR ,

where α ∈ R and n denotes the outward-pointing unit normal to the bound-
ary ∂BR. φ1 is radially symmetric and can be chosen to be positive; we nor-
malize it in such a way that

φ1 = R−(d−2) on ∂BR .

This ensures that, defining

ψ(x) := φ1(x) for |x| < R ,

we get a continuous function ψ on Rd. It satisfies (IV.3) provided that we choose
ε := λ1. It remains to ensure that λ1 > 0 and that the radial derivative ψ is
continuous on ∂BR, so that ψ ∈ W 2,2(Rd) (the trace must exist). The latter
requires

−αR−(d−2) = −αφ1||x|→R− =
∂ψ

∂n

∣∣∣∣
|x|→R−

=
∂ψ

∂n

∣∣∣∣
|x|→R+

= −(d− 2)R−(d−1) ,

which is verified by taking αR = d − 2. This relation yields α > 0, which in
turn implies λ1 > 0.

Summing up,

d ≥ 5

αR = d− 2

ε = λ1





=⇒ 0 = inf σess(Hε) ∈ σp(Hε) .

A characteristic feature of this example is that the dimension has to be suffi-
ciently large (obviously, 0 is never an eigenvalue of Hε if d = 1 1 ).

1d = 2, 3, 4 ? (non-radial solutions?)
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IV.2 The limiting absorption principle

IV.2.1 An abstract setting

Let H be a self-adjoint operator in a Hilbert space H. The resolvent operator
Rz := (H − z)−1 is a holomorphic function (with values in B(H)) for every
z ∈ C \ σ(H). Since

‖Rz‖B(H) =
1

dist
(
z, σ(H)

) ,

it is clear that Rz cannot have a limit in B(H) as z → λ ∈ σ(H). In other
words, z 7→ Rz cannot be continued up to the spectrum of H . However, it
might happen that such a limit can be achieved in a weaker topology, and this
can be used to infer results on the spectral properties of H .

Definition IV.1 (Limiting absorption principle). We say that the limiting
absorption principle (LAP) holds for H on an open interval J ⊂ R if there
exists another Hilbert space K such that

K →֒ H →֒ K∗ (continuously and densely)

and

∀λ ∈ J, lim
ε→0+

Rλ±iε =: Rλ±i0 exists in B(K,K∗) . (IV.4)

(The two respective limits from the upper and lower half-plane will be different
in general.)

Clearly, the trivial LAP (i.e., with K = H) holds for H on R\σ(H). On the
other hand, it is easy to see (cf Problem IV.1) that the limits (IV.4) cannot hold
for any dense subspace K ⊂ H if λ ∈ σp(H). Moreover, it turns out that the
LAP excludes singularly continuous spectrum too. This can be seen as follows.
There exists a formula giving directly the spectral measure EH of H in terms
of its resolvent (cf [29, Thm. 7.17]):

(
φ, [EH(b)− EH(a)]ψ

)
=

1

2πi
lim
δ→0+

lim
ε→0+

∫ b+δ

a+δ

(
φ, [Rλ+iε −Rλ−iε]ψ

)
dλ

for all φ, ψ ∈ H and −∞ < a ≤ b < +∞. If the LAP holds for H in J , this
gives

(
φ, [EH(b)− EH(a)]ψ

)
=

1

2πi

∫ b

a

(
φ, [Rλ+i0 −Rλ−i0]ψ

)
dλ (IV.5)

for all bounded [a, b] ⊂ J . As a consequence, we get

Proposition IV.1. Let H be a self-adjoint operator for which the LAP holds
on J . Then H has purely absolutely continuous spectrum in J , i.e.,

J ∩ σ(H) = J ∩ σac(H) .

Proof. We follow the proof of [7, Prop. 4.1]. By (IV.5),

µψ((a, b)) ≡
(
ψ,EH((a, b))ψ

)
≤ Ca,b ‖ψ‖2K

∫ b

a

dλ = Ca,b ‖ψ‖2K |b− a|
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for every ψ ∈ K, where

Ca,b :=
1

2π
sup
λ∈[a,b]

(
‖Rλ+i0‖B(K,K∗) + ‖Rλ−i0‖B(K,K∗)

)
.

This implies
µψ(Ω) ≡

(
ψ,EH(Ω)ψ

)
≤ Ca,b ‖ψ‖2K |Ω|

for every Borel set Ω ⊂ (a, b), which means that the spectral measures (IV.1)
are absolutely continuous (indeed, µψ(Ω) = 0 for every Borel set Ω of Lebesgue
measure zero). That is, EH((a, b))ψ ∈ Hac for every ψ ∈ K. Since the set K is
assumed to be dense in H and Hac is a closed subspace of H, the spectrum is
purely absolutely continuous.

Problem IV.1. Show (by an elementary argument) that if the LAP holds for H on an open
interval J ⊂ R, then J ∩ σp(H) = ∅.
Solution: . . . 2

IV.2.2 The free Hamiltonian

In this section we establish the LAP for the free Hamiltonian H0 on L2(Rd).
Although our proof does not apply to higher dimensions (i.e. d ≥ 4) and the
result is far from being optimal, the proof is rather elementary.

We state the LAP in the weighted spaces

Ks := L2
(
Rd, 〈x〉sdx

)
, where 〈x〉 :=

√
1 + |x|2 , s ∈ R .

Clearly, Ks →֒ K0 ≡ L2(Rd) for every s > 0, continuously and densely.

Theorem IV.1 (LAP for the free Hamiltonian). For every z ∈ C \ [0,∞), let
us set Rz := (H0 − z)−1. Then

∀λ ∈ (0,∞), lim
ε→0+

Rλ±iε =: Rλ±i0 exists in B(Ks,K−s) (IV.6)

with s > d. That is, the LAP holds for H0 on (0,∞).

Proof. Let λ ∈ (0,∞). For every s > 0, we have

‖Rλ±iε‖B(Ks,K−s) = sup
φ,ψ∈Ks\{0}

|(φ,Rλ±iεψ)|
‖φ‖Ks

‖ψ‖Ks

≤ ‖K±ε‖B(K0) ,

where K±ε is an integral operator on K0 with the kernel

K±ε(x, x
′) := 〈x〉−s/2 Gλ±iε(x, x′) 〈x′〉−s/2 ,

with Gz denoting Green’s function of the free Hamiltonian (given explicitly
by (III.8) for d ≤ 3). It is enough to prove that K±ε converges to K±0 in K0 as
ε→ 0+, where

K±0(x, x
′) := 〈x〉−s/2 Gλ±i0(x, x′) 〈x′〉−s/2 ,

with (pointwise limit)

Gλ±i0(x, x
′) := lim

ε→0+
Gλ±iε(x, x

′) .

2???
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We give a proof for d ≤ 3 only, when we can estimate the operator norm by the
Hilbert-Schmidt norm. Note that

Gλ±i0(x, x
′) :=






e±i
√
λ |x−x′|

∓2 i
√
λ

if d = 1 ,

K0

(
∓ i
√
λ |x− x′|

)

2π
if d = 2 ,

e±i
√
λ |x−x′|

4π |x− x′| if d = 3 .

(IV.7)

This is easily seen by writing the square root in (III.8) as a sum of its real and
imaginary parts:

√
−(λ± iε) =

√
1

2

(
−λ+

√
λ2 + ε2

)
∓ iε

√
1

2

(
λ+

√
λ2 + ε2

)
=: α+ iβ .

d = 1 We readily have

‖K±0‖HS =
1

2
√
λ

∫

R

〈x〉−s dx ,

where the integral is finite as long as s > 1. At the same time, we have the
uniform bound

|Gλ±iε(x, x′)| =
e−α|x−x

′|

2 4
√
λ2 + ε2

≤ 1

2
√
λ

= |Gλ±i0(x, x′)|

for every x, x′ ∈ R and ε ≥ 0. Hence, taking into account that K±ε(x, x′) con-
verges toK±0(x, x

′) pointwise for x, x′ ∈ R as ε→ 0, the dominated convergence
theorem yields

‖K±ε −K±0‖HS −−−−→
ε→0+

0 . (IV.8)

d = 3 The problem with higher dimensions is that Green’s function has a
singularity at x = x′. Nevertheless, the singularity is square-integrable as long
as d < 4. Indeed, for d = 3, we have

‖K±0‖2HS =
1

(4π)2

∫

R3×R3

〈x〉−s〈x′〉−s
|x− x′|2 dx dx′ ≤ C

(∫

R3

〈x〉−3s/2dx

)4/3

,

where the inequality follows by the Hardy-Littlewood-Sobolev inequality [21,
Thm. 4.3] (also referred to as the weak Young inequality) and the last integral
is finite as long as s > 2 (note that we have got a better lower bound to the
exponent than announced in the theorem for d = 3). At the same time, we have
the uniform bound

|Gλ±iε(x, x′)| =
e−α|x−x

′|

4π|x− x′| ≤
1

4π|x− x′| = |Gλ±i0(x, x′)|

for every x, x′ ∈ R, x 6= x′, and ε ≥ 0. Hence, in the same way as above, we
conclude with (IV.8).
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d = 2 The additional problem with dimensions d 6= 1, 3 is that the Green’s
function is not so explicit. Nevertheless, using the asymptotics (cf [1, 9.6.8,
9.7.2])

K0(ξ) ∼ − log ξ as ξ → 0 ,

K0(ξ) ∼
√

π

2ξ
e−ξ as |ξ| → ∞, | arg ξ| < 3π/2 ,

it follows that there exists a positive constant C such that

|K0(ξ)| ≤ Cρ(ξ) , where ρ(ξ) :=

{∣∣ log |ξ|
∣∣ if |ξ| < 1 ,

1 if |ξ| ≥ 1 .

This enables us to estimate the Green’s function as follows

|Gλ±iε(x, x′)| ≤ Cρ
(√

λ2 + ε2 |x− x′|
)
≤ Cρ

(
λ |x− x′|

)

for every x, x′ ∈ R, x 6= x′, and ε ≥ 0. Such a logarithmic singularity is square-
integrable for d = 2. Indeed, dividing the integration of the bound to the
Hilbert-Schmidt norm of K±ε into two regions where λ|x−x′| ≥ 1, respectively
λ|x − x′| < 1, we can estimate

∫

{λ|x−x′|≥1}
〈x〉−s ρ

(
λ |x− x′|

)2 〈x′〉−s dx dx′ ≤
(∫

R2

〈x〉−sdx
)2

,

respectively

∫

{λ|x−x′|<1}
〈x〉−s ρ

(
λ |x − x′|

)2 〈x′〉−s dx dx′ ≤
∫

{λ|x−x′|<1}

〈x〉−s 〈x′〉−s
λ |x− x′| dx dx′

≤ C

λ

(∫

R3

〈x〉−4s/3dx

)3/2

.

Here the last inequality follows again by the Hardy-Littlewood-Sobolev inequal-
ity. In both the estimates, the integrals are finite as long as s > 2. This enables
us to conclude as above with (IV.8).

Remark IV.1. Note that the proof for d = 3 actually shows that the lim-
its (IV.6) hold also for λ = 0. This reflects the subcriticality of H0 as long as
d ≥ 3.

Remark IV.2 (Proof for higher dimensions). It can be shown that the singu-
larity of the Green function behaves for d ≥ 3 as

Gz(ξ) ∼
cd
|ξ|d−2

as |ξ| → 0 .

Clearly, such a singularity is not locally square-integrable if d ≥ 4. For higher
dimensions, the estimate of the operator norm via the Hilbert-Schmidt norm
is not good, since the latter becomes infinite. However, even for d ≥ 4, the
singularity is locally integrable. This suggests that it should be possible to
apply the Schur-Holmgren bound instead. 3

3To be done.
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As a consequence of Theorem IV.1, we get

Corollary IV.1. σ(H0) = σac(H0) = [0,∞).

Proof. We already know from Theorem I.5 that σ(H0) = [0,∞). It follows
from Theorem IV.1 that the spectrum in the open interval (0,∞) is absolutely
continuous. Hence, σsc(H0) = ∅. It remains to exclude the possibility that
0 ∈ σp(H0). If ψ were an eigenfunction of H0 corresponding to the eigenvalue 0,
then ‖∇ψ‖ = 0. Consequently, ψ would have to be a non-zero constant, which
contradicts ψ ∈ L2(Rd).

IV.3 The conjugate operator method

Since the method we are going to explain now is rather technical, and we shall
not provide proofs of all the presented results, it is useful to get a physical
insight first.

IV.3.1 Heuristic considerations

Recall that a quantum state ψ ∈ H evolves according to the Schrödinger equa-
tion (cf (I.1))

i
d

dt
ψ = Hψ , (IV.9)

where H is the Hamiltonian (total energy operator) of the system. Let A be
some other self-adjoint operator on H, representing a physical observable. The
expectation value of A for the system in the state ψ is given by the inner product
(we do not care about operator domains in these heuristic considerations)

〈A〉 := (ψ,Aψ) .

Differentiating it with respect to time t and using (IV.9), we (formally) get

d

dt
〈A〉 =

(
d

dt
ψ,Aψ

)
+

(
ψ,A

d

dt
ψ

)

=
(
− iHψ,Aψ

)
+
(
ψ,A(−iHψ)

)

= i
(
ψ,HAψ

)
− i
(
ψ,AHψ

)

=
(
ψ, i[H,A]ψ

)

=
〈
i[H,A]

〉
. (IV.10)

Hence the evolution of the expectation value of A is given by the expectation
value of the commutator with H .

Now, let H = p2 + V (q) be a one-particle Schrödinger operator and A be
the quantum counterpart of the radial momentum

A :=
q · p+ p · q

2
,

where q and p are the position and momentum operators, respectively. (In
the Schrödinger representation, the Hilbert space is L2(Rd) and pψ = −i∇ψ,
(qψ)(x) = xψ(x), cf (I.5).) Note that we had to take a symmetrized version of
q · p in A, since the observables do not commute in quantum mechanics.
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Assume that the commutator with H is positive in the sense that there exists
a positive number a such that

i[H,A] ≥ a I . (IV.11)

Then it follows from (IV.10) (assuming ‖ψ‖ = 1) that the differential inequality

d

dt
〈A〉 > a

holds, which in turn implies

〈A〉(t) > 〈A〉(0) + at

for all times t ≥ 0. Consequently,

lim
t→+∞

〈A〉(t) = +∞ .

This can be interpreted in physical terms as that the particle escapes to infinity
of Rd for large times. That is, it is not bound, it propagates. Recalling that it
is the absolutely continuous spectrum which corresponds to propagating states,
this suggests that the positivity of i[H,A] can be used to deduce the absence of
the singular spectrum of H . Schematically,

“ i[H,A] ≥ a I =⇒ σs(H) = ∅ ” . (IV.12)

Problem IV.2. Show that (IV.11) is impossible for bounded H and A.
Solution: For any z ∈ ρ(H), (IV.11) yields

‖Rzψ‖2 = (Rzψ,Rzψ) ≤ a−1
`

Rzψ, i[H,A]Rzψ
´

= ia−1
˘`

zRzψ,Aψ
´

−
`

Aψ, zRzψ
´¯

≤ 2 |z| a−1 ‖Rzψ‖ ‖A‖ ‖ψ‖ .

Consequently, ‖Rz‖ ≤ 2 |z| a−1 ‖A‖. This implies that Rz is bounded for all z ∈ C, i.e. that H
has no spectrum.

IV.3.2 The Mourre estimate: an abstract setting

The above considerations are behind local commutator estimates. (The main ref-
erences for these methods are the books [4] and [7].) To explain their relevance,
let us comment on some problems with the positivity requirement (IV.11).

Weakening of the commutator estimate

First of all, in view of (IV.12), the requirement (IV.11) is unnecessarily too
strict, since many physically interesting Hamiltonians (e.g., atomic Hamiltoni-
ans) possess singular spectra represented by the eigenvalues outside the essential
spectrum. For scattering, it is more relevant to study the singular spectrum in-
side the essential spectrum. This problem can be solved by replacing (IV.11)
by an estimate “localized in the spectrum” of H :

EH(J) i[H,A] EH(J) ≥ a EH(J) , (IV.13)

where J ⊂ R is an open interval (reasonably taken inside the essential spectrum).
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Moreover, we have seen (Section IV.1.2) that it is not unusual that there do
exist embedded eigenvalues inside the essential spectrum. In order to deal even
with such situations (i.e., relaxing the proof of absence of embedded eigenvalues,
but still proving the absence of singularly continuous spectrum), the localized
estimate can be considerably weaken by allowing an additional compact opera-
tor K on the right hand side of (IV.13):

EH(J) i[H,A] EH(J) ≥ a EH(J) +K . (IV.14)

The estimates (IV.13) and (IV.14) are usually associated with the name
of E. Mourre who introduced, in his 1981 paper [22], the concept of weaken
commutator estimates for the study of Schrödinger operators. For an account
of the general theory, we refer to the books [4] and [7].

Defining the commutator

Finally, we have to give a meaning to the commutator operator i[H,A]. It is
not easy to extend the usual definition of commutator to unbounded operators
because of the difficulty related to the domains. Usually this extension is done
partly, by assuming that one of the operators is bounded (cf [16, Sec. III.5.6]).

An elegant way how to introduce i[H,A] is as follows. Let H and A be a
pair of self-adjoint operators in a Hilbert space H. Let Rz denote the resolvent
of H for some z ∈ ρ(H). Let {eiAt}t∈R be the unitary group generated by A.

Definition IV.2 (C1-regularity class). We say that H is of class C1(A) if the
map {

t 7→ eiAtRze
−iAt} : R→ B(H) (IV.15)

is of class C1 for the strong topology of B(H).

Under this condition, the derivative at zero defines a bounded operator on H:

i[A,Rz] := s- lim
t→0

eiAtRze
−iAt −Rz
t

. (IV.16)

Then the formula
i[H,A] := (H − z) i[A,Rz] (H − z) (IV.17)

defines a bounded operator in B(D(H), D(H)∗), which can be shown to be
independent of z.

There exists an alternative definition of i[H,A], using the following charac-
terization of C1-regular operators:

Theorem IV.2 ([4, Thm. 6.2.10]). H ∈ C1(A) if, and only if, the following
two conditions are satisfied:

1. ∃C > 0, ∀ψ ∈ D(A) ∩D(H),

∣∣(Hψ,Aψ)− (Aψ,Hψ)
∣∣ ≤ C

(
‖Hψ‖2 + ‖ψ‖2

)
, (IV.18)

2. ∃z ∈ ρ(H),

{
ψ ∈ D(A) | Rzψ ∈ D(A) ∧ Rz̄ψ ∈ D(A)

}
is a core for A .
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We first observe that the set RzD(A) is a core for H . Indeed, Rz is a
homeomorphism of H onto D(H) and D(A) is dense in H; so RzD(A) is dense
in D(H) (equipped with the graph topology defined by H). Let us now assume
H ∈ C1(A). Then it follows from the second condition of the theorem that
RzD(A) ⊂ D(H)∩D(A), whence we infer that the intersection D(H)∩D(A) is
a core for H . Consequently, taking into account also the first condition of the
theorem, the symmetric sesquilinear form

l(φ, ψ) := i(Hφ,Aψ)− i(Aφ,Hψ) , D(l) := D(H) ∩D(A) .

has a bounded extension l̃ to D(H). By the Riesz lemma, there is a bounded
operator L̃ : D(H) → D(H)∗ such that (φ, L̃ψ) = l̃(φ, ψ) (the brackets on
the left hand side means anti-duality between D(H) and D(H)∗) for all φ, ψ ∈
D(H). It is straightforward to check that L̃ = i[H,A] and (IV.17) can be written
as

i[A,Rz] := Rz i[H,A]Rz . (IV.19)

Formal definitions

As before, A and H are two self-adjoint operators on a Hilbert space H. Let
J ⊂ R be an open interval.

Definition IV.3 (Mourre’s estimate).

• We say that A is conjugate to H on J , or that the Mourre estimate holds
for H on J , if there is a positive number a and a compact operator K
such that (IV.14) holds.

• If this inequality holds with K = 0 (i.e. (IV.13) holds), we say that A
is strictly conjugate to H on J , or that the strict Mourre estimate holds
for H on J .

• Finally, we say that A is (strictly) conjugate to H at a point λ ∈ R, or
that the (strictly) Mourre estimate holds for H at λ, if there exists an
interval J ∋ λ such that (strictly) Mourre estimate holds for H on J .

We conclude this section by another useful characterization of C1-regular
operators:

Theorem IV.3 ([4, Thm. 6.3.4]). Assume that the unitary one-parameter group
{eiAt}t∈R leaves the domain D(H) invariant, i.e., eiAt D(H) ⊂ D(H). Then

H ∈ C1(A) ⇐⇒ i[H,A] ∈ B
(
D(H),D(H)∗

)
.

IV.3.3 The Mourre estimate: Schrödinger operators

Now we find sufficient conditions which guarantee that a Mourre estimate holds
for the Schrödinger operator

H := H0 + V on L2(Rd) ,

where V is a bounded potential. Recall that the boundedness implies D(H) =
D(H0) = W 2,2(Rd).
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The dilation operator

Motivated by the considerations in Section IV.3.1, we introduce the operator

A := − i
2

(
x · ∇+∇ · x

)
= −i x · ∇ − i d

2
, D(A) := C∞

0 (Rd) . (IV.20)

Using the fact that the closure of A is just the infinitesimal generator of the
(strongly continuous unitary one-parameter) dilation group {Wt}t∈R defined on
L2(Rd) by

(Wtψ)(x) := etd/2ψ(etx) , (IV.21)

it can be shown 4 that A is essentially self-adjoint (cf [4, Prop. 4.2.3]). We
denote the self-adjoint extension by the same symbol A.

The C1-regularity

We observe that Wt leaves D(H) invariant (cf [4, Prop. 4.2.4]). Hence, in view
of Theorem IV.3, it remains to check the continuity of i[H,A] considered as an
operator between D(H) and its dual D(H)∗.

Recall that the space C∞
0 (Rd) is a core for both the operators H and A,

whence we get that it is also a dense subspace of D(H) ∩ D(A). For all ψ ∈
C∞

0 (Rd), an integration by parts gives the identity

l[ψ] =
(
ψ, (2H0 − x · ∇V )ψ

)
.

Consequently,

∣∣l[ψ]
∣∣ =

∣∣2
(
ψ, 2H0ψ

)
−
(
(H0 + 1)ψ, (H0 + 1)−1(x · ∇V )(H0 + 1)−1(H0 + 1)ψ

)∣∣

≤ 2‖ψ‖‖H0ψ‖+ ‖(H0 + 1)ψ‖2
∥∥(H0 + 1)−1(x · ∇V )(H0 + 1)−1

∥∥ ,

which can be cast into the inequality (IV.18) after writing

‖H0ψ‖ =
∥∥H0(H + i)−1(H + i)ψ

∥∥ ≤
∥∥H0(H + i)−1

∥∥ ‖(H + i)ψ‖ ,

where H0(H + i)−1 is a bounded operator on L2(Rd), and assuming

(H0 + 1)−1(x · ∇V )(H0 + 1)−1 ∈ B
(
L2(Rd)

)
. (IV.22)

Under this condition, l extends to a bounded form on D(H) and we can
write

i[H,A] = 2H0 − x · ∇V (IV.23)

as an operator identity in B(D(H),D(H)∗). This proves that H ∈ C1(A).

The Mourre estimate

We rewrite (IV.23) as follows

i[H,A] = 2H + Ṽ , where Ṽ := −2V − x · ∇V ,

and sandwich the both sides between the spectral projections EH(J),

EH(J) i[H,A] EH(J) = 2EH(J)H EH(J) + EH(J) Ṽ EH(J) .

4To be done.
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Strengthening the condition (IV.22) to

(H0 + 1)−1(x · ∇V )(H0 + 1)−1 ∈ B∞
(
L2(Rd)

)
(IV.24)

and assuming also
V (H0 + 1)−1 ∈ B∞

(
L2(Rd)

)
, (IV.25)

it follows that EH(J) Ṽ EH(J) is compact for any finite interval J . Note
that (IV.25) means that V is a relatively compact perturbation of H0, which
implies the stability of the essential spectrum

σess(H) = σess(H0) = [0,∞) .

If J lies below 0 (the threshold of the essential spectrum), then EH(J) and
EH(J)H EH(J) are also compact, so the Mourre estimate (IV.14) is trivially
satisfied. If J = (a, b) with a > 0, then EH(J)H EH(J) ≥ aEH(J), so the
Mourre estimate holds in this case as well.

Summing up, we have established:

Theorem IV.4 (The Mourre estimate for Schrödinger operators). Let H =
H0 + V , where V is bounded. Assume (IV.25) and (IV.24). Then the Mourre
estimate holds for H on any bounded open interval J which does not contain 0.

Remark IV.3 (The free Hamiltonian). The strict Mourre estimate holds forH0

on any bounded open interval J which does not contain 0.

About the assumptions

The hypotheses (IV.25) and (IV.24) are essentially restrictions on the asymp-
totic behaviour of V . For instance, sufficient conditions which guarantee the
hypotheses are given by (cf [4, Prop. 4.1.3])

V (x) −−−−→
|x|→∞

0 =⇒ (IV.25) , x · ∇V (x) −−−−→
|x|→∞

0 =⇒ (IV.24) .

However, what really (IV.24) (respectively (IV.22)) means is that the form
defined for φ and ψ in the Schwartz space S(Rd) by

(φ, ψ) 7→
∫

Rd

V (x) ∇ ·
{
x [(H0 + 1)−1φ](x) [(H0 + 1)−1ψ](x)

}
dx

extends to the form of a compact (respectively bounded) operator. Note that V
need not have derivatives in the classical sense for this to hold. For instance, if
〈·〉V is relatively compact (respectively bounded) with respect toH0, then (IV.24)
(respectively (IV.22)) holds. Hence, a sufficient condition which guarantees the
hypothesis (IV.24) is given by

〈x〉V (x) −−−−→
|x|→∞

0 =⇒ (IV.24) .

IV.3.4 Control of embedded eigenvalues

We now turn to consequences of the validity of a Mourre estimate for H on its
spectral properties. We first focus on properties of embedded eigenvalues. The
following technical result is useful also in other areas of spectral analysis.
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Theorem IV.5 (Virial theorem). Let H and A be self-adjoint operators such
that H ∈ C1(A). Then

ψ is an eigenfunction of H =⇒
(
ψ, i[H,A]ψ

)
= 0 .

Remark IV.4 (About the mistake in [8]). Formally, the statement is obvi-
ous, just by expanding the commutator. However, when the operators are un-
bounded, some care is required. This is probably best demonstrated by the fact
that the proof presented in the first edition of the 1987 book [8] contained a
mistake. This was discovered by V. Georgescu and C. Gérard in 1999 [12] and
corrected in the second (2008) edition of the book [7]. The present proof is over-
taken from [4]; its simplicity demonstrates the usefulness of the C1-regularity
framework.

Proof. More generally, we show that (λ ∈ R)

ψ1, ψ2 ∈ D(H) satisfy Hψk = λψk =⇒
(
ψ1, i[H,A]ψ2

)
= 0 .

Note that the eigenvalue equations imply

ψ1 = (λ− i)Riψ1 , ψ2 = (λ+ i)R−iψ2 . (IV.26)

Then the formula (IV.17) yields
(
ψ1, i[H,A]ψ2

)
=
(
ψ1, (H + i) i[A,R−i] (H + i)ψ2

)

= (λ + i)2
(
ψ1, i[A,R−i]ψ2

)
.

Recalling the definition (IV.16),

i[A,Rz] ≡ s- lim
t→0

eiAtRze
−iAt −Rz
t

= s- lim
t→0

[eiAt, Rz] e
−iAt

t

= s- lim
t→0

[
eiAt − I

t︸ ︷︷ ︸
Bt

, Rz

]
.

we therefore have
(
ψ1, [A,R−i]ψ2

)
= s- lim

t→0

(
ψ1, [Bt, R−i]ψ2

)

= s- lim
t→0

{(
ψ1, BtR−iψ2

)
−
(
Riψ1, Btψ2

)}
,

where the expression in the curly brackets is zero for all t 6= 0 due to (IV.26).
This shows that

(
ψ1, i[H,A]ψ2

)
= 0.

As a consequence of the virial theorem, we readily see that the point spec-
trum of H is empty in any open interval J on which the strict Mourre estimate
holds for H . Indeed, if ψ were an eigenfunction corresponding to an eigenvalue
in J , then we would get a contradiction

0 =
(
ψ, i[H,A]ψ

)
≥ a > 0 .

It is more interesting that we have a control of eigenvalues also in intervals where
the weaker form (IV.14) of the Mourre estimate holds.
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Corollary IV.2 (Finiteness of point spectrum). Let H and A be self-adjoint
operators such that H ∈ C1(A). If A is conjugate to H on an open interval J ,
then J ∩σp(H) is composed of a finite number of eigenvalues, and each of these
eigenvalues has finite multiplicity.

Proof. Assume that the conclusion of the corollary is false. Then there exists
an infinite orthonormal sequence {ψn}∞n=1 ⊂ EH(J)H of eigenfunctions of H .
By the virial theorem and the Mourre estimate,

0 =
(
ψn, i[H,A]ψn

)
=
(
ψn, EH(J) i[H,A]EH(J)ψn

)
≥ a+ (ψn,Kψn) .

Now, since ψn → 0 weakly in H as n → ∞ and K is compact, one then has
(ψn,Kψn)→ 0 as n→∞. This contradicts the positivity a > 0.

As a consequence of this corollary and Theorem IV.4, we get

Theorem IV.6 (Finiteness of point spectrum for Schrödinger operators). Let
H = H0 + V , where V is bounded. Assume (IV.25) and (IV.24). Then

1. σp(H) ∪ {0} is closed and countable,

2. σp(H) \ {0} is composed of finitely degenerated eigenvalues which can ac-
cumulate at 0 (and +∞) only.

IV.3.5 Absence of singularly continuous spectrum

A abstract setting

In the preceding section, as a consequence of the Mourre estimate, we have
obtained information about properties of the singular spectrum ofH represented
by eigenvalues just by requiring H ∈ C1(A). It turns out that it is essential to
require some additional regularity of H with respect to A in order to deduce
the absence of singularly continuous spectrum from the Mourre estimate.

Definition IV.4 (C2-regularity class). We say that H is of class C2(A) if the
map (IV.15) is of class C2 for the strong topology of B(H).

This regularity class is far from being optimal for what we are going to state,
but it is easily characterizable in terms of the double commutator i[i[H,A], A],
thought as the operator associated to a sesquilinear form initially defined on
D(H) ∩D(A) (note that such a form is well defined if H ∈ C1(A)).

Theorem IV.7 ([4, Thm. 6.3.4]). Assume that the unitary one-parameter group
{eiAt}t∈R leaves the domain D(H) invariant, i.e., eiAt D(H) ⊂ D(H). Then

H ∈ C2(A) ⇐=

{
i[H,A] ∈ B

(
D(H),Q(H)∗

)
,

i[i[H,A], A] ∈ B
(
D(H),D(H)∗

)
.

Here Q(H) := D(|H |1/2) denotes the form domain of H.

Notice that the first condition (about the single commutator) is stronger than
that of Theorem IV.3.

We say that a self-adjoint operator has a spectral gap if σ(H) 6= R.
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Theorem IV.8 (Absence of singularly continuous spectrum for operators with
a spectral gap). Let H and A be self-adjoint operators such that H ∈ C2(A).
Assume that H has a spectral gap. If A is conjugate to H on an open interval J ,
then

J ∩ σsc(H) = ∅ .

In fact, the spectral result follows as a consequence of some sort of LAP in
a scale spaces given by D(A). Unfortunately the proof of the theorem (adapted
from [4, Thm. 7.4.2]) is rather lengthy and we have to omit it. We only mention
that the proof centers about the analysis of the operator

Gε(z) :=
(
H − iε i[H,A]− z

)−1
.

This operator is not as mysterious as it appears to be at first glance: Gε is the
resolvent of the operator H−ε[H,A], which is the first term in the formal power
series expansion of the complex dilated Hamiltonian eεAHe−εA (cf [4, opening
of Sec. 7] or [8, Sec. 4.3] for more details).

An application to Schrödinger operators

Sufficient conditions for the validity of the Mourre estimate for Schrödinger
operators H = H0 + V are established in Theorem IV.4. Since V is assumed
to be bounded and σ(H0) = [0,∞), H is bounded from below, hence it has
a spectral gap. To apply Theorem IV.8, we only need to impose additional
conditions on the potential V in order to have H ∈ C2(A), where A is again the
dilation operator (IV.20).

We employ Theorem IV.7, for which we recall that D(H) is left invari-
ant by the dilation group (IV.21). Recall also that D(H) = W 2,2(Rd) and
Q(H) = W 1,2(Rd). Then it is obvious that the commutator (IV.23) extends to
an operator in B(D(H),Q(H)∗), provided that (IV.22)) is strengthen to

(H0 + 1)−1/2(x · ∇V )(H0 + 1)−1 ∈ B
(
L2(Rd)

)
. (IV.27)

Again, a sufficient condition which guarantees this hypothesis is that 〈·〉V is
relatively bounded with respect to H0.

At the same time, using (IV.23), it is straightforward to compute the double
commutator

i
[
i[H,A], A

]
= 4H0 + x · ∇V + x · ∇2V · x , (IV.28)

where∇2V := ∇V∇< is the Hessian tensor of V . The right hand side represents
an operator in B(D(H),D(H)∗), provided that

(H0 + 1)−1
(
x · ∇2V · x

)
(H0 + 1)−1 ∈ B

(
L2(Rd)

)
. (IV.29)

Clearly, the boundedness of 〈·〉2V is sufficient to guarantee (IV.29).
Summing up, we have established H ∈ C2(A), and Theorem IV.8 yields:

Theorem IV.9 (Absence of singularly continuous spectrum for Schrödinger
operators). Let H = H0 + V , where V is bounded. In addition to (IV.25)
and (IV.24), assume also (IV.27) and (IV.29). Then

σsc(H) = ∅ .



Chapter V

Geometric aspects

In the last chapters we studied the influence of the presence of potential V on the
spectrum of the Schrödinger operatorH = H0+V on L2(Rd). Here H0 = −∆ is
the Hamiltonian of the free particle and V = V (x) is a multiplication operator
representing an external field (e.g., the Coulomb interaction between electrons
and nuclei in atoms).

In this chapter we consider the situation when the HamiltonianH acts as the
“free” Hamiltonian H0, but its configuration space is restricted to a non-trivial
subset Ω ⊂ R (i.e., the Hilbert space is L2(Ω) now). Of course, we have to
specify the boundary conditions on ∂Ω; we shall restrict to Dirichlet boundary
conditions only. Then the present geometric perturbation can be related to the
previous potential perturbation of H0 by formally putting

V (x) :=

{
0 if x ∈ Ω ,

+∞ if x ∈ Rd \ Ω .

Mathematically, the free Hamiltonian on L2(Ω) subject to Dirichlet boundary
conditions on ∂Ω is introduced as the Dirichlet Laplacian operator −∆Ω

D.
As well as being simple to treat, Dirichlet boundary conditions are directly

relevant to a number of physical problems. In classical physics, these include
heat flow in a medium whose boundary is kept at zero temperature and vi-
brations of an elastic membrane whose boundary is fixed. In the quantum
context, this hard-wall boundary conditions are for instance used in semicon-
ductor physics to model a quantum particle which is confined to a region by the
barrier associated with a large chemical potential.

This last chapter is devoted to an analysis of the significant features of a
domain Ω as regards the spectrum of the associated Dirichlet Laplacian. In
the first part we state basic spectral properties of the Dirichlet Laplacian in
three classes of Euclidean domains: quasi-conical, quasi-cylindrical and quasi-
bounded domains. The last part is devoted to a more detailed analysis of
quantum waveguides, a special class of quasi-cylindrical domains.

V.1 The Dirichlet Laplacian

We begin with defining the hard-wall Hamiltonian H on L2(Ω). Here Ω ⊂ Rd

is an arbitrary domain (i.e. an open connected set), bounded or unbounded, no

67
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regularity assumptions are required. The norm and inner product in the Hilbert
space L2(Ω) will be denoted by ‖ · ‖ and (·, ·), respectively.

V.1.1 Definition

As in Section I.3, we first introduce the minimal operator

D(Ḣ) := C∞
0 (Ω) , Ḣψ := −∆ψ ,

which is densely defined, symmetric and non-negative. It clearly satisfies the
Dirichlet boundary conditions, in fact in a very restrictive sense.

We define H to be the (self-adjoint) Friedrichs extension of Ḣ . That is, H is
the operator associated with the closure h of the quadratic form ḣ defined by

D(ḣ) := C∞
0 (Ω) , ḣ[ψ] := (ψ,−∆ψ) = ‖∇ψ‖2 .

However, from the theory of Sobolev spaces [3], we know the closure explicitly:

D(h) = W 1,2
0 (Ω) , h[ψ] = ‖∇ψ‖2 ,

where ∇ should be interpreted as the distributional gradient. A difference with
respect to the whole-space situation (I.12) is thatW 1,2

0 (Ω) 6= W 1,2(Ω) in general;
in fact, the zero in the subscript gives a meaning to the Dirichlet boundary
conditions in a generalized sense.

By the representation theorem, it follows that

D(H) =
{
ψ ∈ W 1,2

0 (Ω)
∣∣∣ ∃η ∈ L2(Ω), ∀φ ∈ C∞

0 (Ω), (∇φ,∇ψ) = (φ, η)
}
,

Hψ = η .

Noticing that the identity (∇φ,∇ψ) = (φ, η) with φ ∈ C∞
0 (Ω) is just the defi-

nition of the distributional Laplacian η = −∆ψ, we are allowed to write

D(H) =
{
ψ ∈W 1,2

0 (Ω)
∣∣∣ ∆ψ ∈ L2(Ω)

}
, Hψ = −∆ψ .

H is the Dirichlet Laplacian. In order to stress the dependence on Ω and the
role of Dirichlet boundary conditions, we shall write

H =: −∆Ω
D .

Obviously, −∆R
d

D = H0, where H0 is the free Hamiltonian of Section I.3.
We would like to stress that −∆Ω

D is well defined in this way for an arbitrary
domain Ω (no regularity assumptions are needed). But one has to give up the
“usual” characterization of D(−∆Ω

D) as a subset of the Sobolev space W 2,2(Ω).
If, however, ∂Ω is sufficiently regular, say of class C2, then we indeed have

D(−∆Ω
D) = W 1,2

0 (Ω) ∩W 2,2(Ω) =
{
ψ ∈W 2,2(Ω)

∣∣ ψ ↾ ∂Ω = 0
}
, (V.1)

where ψ ↾ ∂Ω means the boundary trace of ψ. This can be seen as follows.
We clearly have W 1,2

0 (Ω) ∩ W 2,2(Ω) ⊂ D(−∆Ω
D) for an arbitrary domain Ω.

Under the additional regularity assumption, the opposite inclusion follows by
standard elliptic regularity theory. Indeed, by [13, Thm. 8.12], the generalized
solution ψ ∈ W 1,2(Ω) to the problem −∆ψ = η ∈ L2(Ω) is known to belong to
W 2,2(Ω). The second equality in (V.1) then follows by the trivial traces theorem
[3, Thm. 5.37].
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V.1.2 Glazman’s classification of domains

In [14], I. M. Glazman introduced the following useful classification (see also
[10, Sec. X.6.1]).

Definition V.1 (Glazman’s classification of Euclidean domains). A domain
Ω ⊂ Rd is

• quasi-conical if it contains arbitrarily large balls;

• quasi-cylindrical if it is not quasi-conical but it contains infinitely many
(pairwise) disjoint identical (i.e. of the same radius, congruent) balls;

• quasi-bounded if it is neither quasi-conical nor quasi-cylindrical.

Obviously, each domain Ω ⊂ Rd belongs to one of the classes. Bounded
domains represent a subset of quasi-bounded domains, but the latter class is
much larger as we shall see below. The whole Euclidean space Rd or its conical
sector are examples of quasi-conical domains. Finally, an infinite (solid) cylinder
R×B, where B is a (d− 1)-dimensional ball, is a quasi-cylindrical domain.

Now we describe the basic spectral properties of the Dirichlet Laplacian−∆Ω
D

as regards the above classification.

Quasi-conical domains

The spectrum is easiest to locate for quasi-conical domains:

Theorem V.1 (Spectrum of quasi-conical domains). If Ω is quasi-conical, then

σ(−∆Ω
D) = σess(−∆Ω

D) = [0,∞) .

In particular, σdisc(−∆Ω
D) = ∅.

Proof. The proof is very similar to the location of spectrum of the free Hamil-
tonian (Theorem I.5).

1. σ(−∆Ω
D) ⊂ [0,∞) This inclusion follows trivially because the Dirichlet Lapla-

cian is a non-negative operator, i.e. −∆Ω
D ≥ 0.

2. σ(−∆Ω
D) ⊃ [0,∞) To prove the opposite inclusion, for every n ∈ N∗ we set

ψ̃n(x) := ψn(x− xn) ,

where {ψn}n∈N∗ is the singular sequence (I.15) of the free Hamiltonian corre-
sponding to the energy |k|2, with k ∈ Rd, and xn is the center of the ball of
radius so large that

supp(ψ̃n) ⊂ Ω

(by the hypothesis about Ω, such a sequence of points {xn}n∈N∗ exists). Using
the results in the proof Theorem I.5, it is straightforward to show that {ψ̃n}n∈N∗

is a singular sequence of the Dirichlet Laplacian corresponding to the same en-
ergy |k|2. Hence the result follows by the Weyl criterion (Theorem I.2).

3. σ(−∆Ω
D) = σess(−∆Ω

D) Finally, it is clear that the spectrum is purely essen-

tial because (non-degenerate) intervals have no isolated points.
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It follows that the spectrum of (the Dirichlet Laplacian in) quasi-cylindrical
domains Ω ⊂ Rd coincides, as a set, with the spectrum of the free Hamiltonian
in Rd. Of course, the result does not say anything about the nature of the
essential spectrum. We do not follow this direction here. 1

Having located the spectral threshold, we would rather like to ask the ques-
tion whether the Dirichlet Laplacian is critical or subcritical.

d ≥ 3 The answer is trivial in high dimensions, i.e. d ≥ 3, where the classical

Hardy inequality (Theorem I.6) holds: −∆Ω
D is always subcritical if d ≥ 3. This

follows easily from the fact that the classical Hardy inequality valid in Rd re-
mains true in Ω, just because W 1,2

0 (Ω) ⊂ W 1,2(Rd) (by extending the element
of W 1,2

0 (Ω) by zero to the whole space Rd). More specifically, for d ≥ 3 we have
(cf (II.1))

−∆Ω
D ≥

(d− 2)2

4

1

δ2
,

where δ(x) := |x| is the distance to the origin of Rd.

d = 1 The answer is also trivial for d = 1. In that case, Ω is either R or a
semi-axis (without loss of generality, it can be identified with (0,∞)). In the
former case we already know that −∆Ω

D is critical (Theorem II.2), while in the
latter case it is subcritical due to the classical one-dimensional Hardy inequality
(Lemma I.1)

−∆
(0,∞)
D ≥ 1

4

1

δ2
.

d = 2 The situation is less clear for d = 2. As in the one-dimensional case, the
case Ω = R2 is critical, while the semi-plane Ω = R × (0,∞) can be shown to
be subcritical (as a consequence of Lemma I.1 and the separation of variables).
On the other hand, removing just one point a ∈ Ω, i.e., setting Ω = R2 \ {a} is
not enough to make the operator −∆Ω

D subcritical, essentially because

W 1,2
0

(
Ω \ {a}

)
= W 1,2

0 (Ω) .

This suggests that a “significant part” of Ω has to be removed in order to make
the Dirichlet Laplacian subcritical in d = 2. (It should be possible to make this
statement precise by using the notion of capacity.) Without trying to derive the
most general result here, a sufficient condition is given by the following theorem
(trivially valid in the other dimensions too).

Theorem V.2 (Generic subriticality of quasi-conical domains). Let Ω be quasi-
conical.

(
Rd \ Ω

)o
is open =⇒ −∆Ω

D is subcritical.

Proof. The proof is very similar to the proof of the classical Hardy inequality
(Theorem I.6). Without loss of generality, we may assume that 0 ∈ (Rd \ Ω)o.
By hypothesis, there exists ε > 0 such that the ball Bε(0) is contained in
the complement (Rd \ Ω)o. Let ψ ∈ C∞

0 (Ω) and extend it by zero to the
whole Rd. Then we can proceed exactly as in the proof of Theorem I.6: passing

1 A reference to the work where this problem is studied.
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to spherical coordinates, neglecting the angular-derivative term and using the
one-dimensional Hardy inequality (Lemma I.1), we arrive at the inequality (Rd

can be replaced by Ω)

∫

Rd

|∇ψ(x)|2 dx ≥ (d− 2)2

4

∫

Rd

|ψ(x)|2
|x|2 dx .

By density, it extends to all ψ ∈ W 1,2
0 (Ω). It looks like the classical Hardy

inequality of Theorem I.6, but the difference is that the present inequality holds
in all dimensions. This is due to the fact that the function

r 7→
√
rd−1 ψ̃(r, θ) ,

where ψ̃ is the function ψ expressed in the spherical coordinates, belongs (for
every θ ∈ Sd−1) to W 1,2

0 (R+) even if d = 1, 2, just because it is identically
zero in a neighbourhood of r = 0. Summing up, there exists a global Hardy
inequality for −∆Ω

D, which implies that the operator is subcritical.

Remark V.1. If the boundary ∂Ω is sufficiently regular, say continuous, then
the complement (Rd \ Ω)o is always open whenever Ω 6= Rd.

Quasi-bounded domains

Theorem V.1 says that the spectrum of quasi-conical domains is purely essential,
the discrete spectrum is empty. The other extreme case is represented by quasi-
bounded domains, for which (as for bounded domains) the spectrum is purely
discrete, at least under some regularity assumptions.

More precisely, a sufficient and necessary condition for −∆Ω
D to have a purely

discrete spectrum is that the embedding

W 1,2
0 (Ω) →֒ L2(Ω) is compact. (V.2)

(Indeed, the space W 1,2
0 (Ω) is the form domain of −∆Ω

D and the embedding

is the composite of the isometry (−∆Ω
D + I)1/2 : W 1,2

0 (Ω) → L2(Ω) and the
bounded operator (−∆Ω

D+I)−1/2 : L2(Ω)→ L2(Ω).) Shortly below we shall see
that the quasi-boundedness is necessary for (V.2) to hold (i.e., there is always an
essential spectrum for quasi-conical and quasi-cylindrical domains). However,
it is not sufficient [3, Sec. 6.14]. Schematically,

Ω is quasi-bounded
=⇒/
⇐=

(V.2) holds.

The validity of (V.2) is well studied in the theory of Sobolev spaces (see, e.g.,
[3, 10]). Here we provide one example of sufficient condition (cf [10, Thm. 5.17]):

Theorem V.3 (Discreteness of spectra for quasi-bounded domains). One has

lim sup
|x|→∞, x∈Ω

∣∣Ω ∩B1(x)
∣∣ = 0 =⇒ (V.2) holds.

Consequently, σ(−∆Ω
D) = σdisc(−∆Ω

D), σess(−∆Ω
D) = ∅.
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It is interesting to compare the sufficient condition of Theorem V.3 with
the following equivalent characterization of quasi-bounded domains (cf Defini-
tion V.1):

Ω is quasi-bounded ⇐⇒ lim sup
|x|→∞, x∈Ω

dist(x, ∂Ω) = 0 .

Roughly speaking, quasi-bounded domains are “narrow at infinity”, but the
narowness must be “inessential in an integral sense” to have (V.2).

Example V.1 (Spiny urchin). To see that Theorem V.3 represents just a suf-
ficient condition, we recall the nice example of spiny urchin [3, Sec. 6.17]:

Ω := R2 \
∞⋃

k=1

Sk , (V.3)

where the sets Sk are specified in polar coordinates (r, ϑ) ∈ R+ × [0, 2π) by

Sk :=
{
(r, ϑ) | r ≥ k ∧ ϑ = nπ/2k for n = 1, 2, . . . , 2k+1

}
.

Note that this domain, though quasi-bounded, is simply connected and has
empty exterior. Clearly, it does not satisfy the hypothesis of Theorem V.3.
However, (V.2) holds for it. In fact, it turns out that the compactness of (V.2)
depends in an essential way on the dimension of ∂Ω. Any quasi-bounded do-
main whose boundary consists of reasonably regular (d−1)-dimensional surfaces
satisfies (V.2).

On the other hand, if we replace the lines in (V.3) by “dots accumulating at
infinity”, i.e., we define Ω̇ as the domain in R2 obtained by deleting from the
plane the union of the sets

Ṡk :=
{
(r, ϑ) | r = k +

√
m for m ∈ N

∧ ϑ = nπ/2k for n = 1, 2, . . . , 2k+1
}
,

then exactly the same proof as that of Theorem V.1 for quasi-conical domains
imply that

σ(−∆Ω̇
D) = σess(−∆Ω̇

D) = [0,∞) .

This is obvious since a finite number of points in an open planar set (e.g., an
arbitrarily large disc) form a polar set.

More generally, we have

Theorem V.4 ([2]). Let d ≥ 2. If ∂Ω consists only of isolated points with no
finite accumulation point, then (V.2) does not hold.

Finally, let us remark that in d = 1 one knows that quasi-boundedness is
necessary and sufficient for an arbitrary (not necessary connected) open subset
Ω ⊂ R to satisfy (V.2). In higher dimensions, the necessary and sufficient
conditions for the validity of (V.2) can be obtained in terms of capacity.

Recall that an operator having an eigenvalue as the lowest point in its spec-
trum is always critical (Proposition II.1). Hence, the issue of criticality is trivial
for quasi-bounded domains for which (V.2) holds (under this condition, −∆Ω

D

is critical).
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Quasi-cylindrical domains

Finally, we consider the class of quasi-cylindrical domains. They are most in-
teresting because they generally contain both the essential and discrete spectra.
But this make them also most difficult to study. The following result is probably
the only one which can be stated in general.

Theorem V.5 (Spectrum of quasi-cylindrical domains). Let Ω be quasi-cylindrical.
Set

Rmax := sup
{
R | Ω contains a sequence of disjoint balls of radius R

}
.

Then
inf σess(−∆Ω

D) ≤ µ1

R2
max

,

where µ1 denotes the lowest eigenvalue of the Dirichlet Laplacian in the unit
ball in Rd (µ1 depends exclusively on the dimension d).
Consequently, σ(−∆Ω

D) = σess(−∆Ω
D) ∪ σdisc(−∆Ω

D) in general.

Proof. The idea is to construct a non-compact sequence supported on the dis-
joint balls. Let {xn}n∈N∗ ⊂ Ω be a set of points such that {BR(xn)}n∈N∗ ⊂ Ω
is the set of mutually disjoint balls for all R ∈ (0, Rmax). Let ψ be the first

eigenfunction of −∆
BR(0)
D , normalized to 1 in L2(BR(0)). For all n ∈ N∗, we set

ψn(x) := ψ(x− xn)

and extend it by zero to the whole Ω. Then ψn’s are mutually orthonormal
in L2(Ω) and satisfy ‖∇ψn‖2L2(Ω) = µ1/R

2. Hence, choosing the n-dimensional

subspace Ln = span{ψ1, . . . , ψn} in the minimax principle (Theorem I.3), we
get

λn ≤ µ1/R
2

for all n ∈ N∗. Consequently, inf σess(−∆Ω
D) = λ∞ ≡ limn→∞ λn ≤ µ1/R

2.
Since the argument held for all R ∈ (0, Rmax), we conclude with the stated
inequality.

Remark V.2. It is not necessary to assume that Ω is quasi-cylindrical in Theo-
rem V.5. The result applies to quasi-conical domains as well (with Rmax =∞),
in agreement with Theorem V.1.

For quasi-cylindrical domains the precise location of the essential spectrum
is difficult. More generally, we can say that the question of criticality constitutes
a very challenging problem, and one can hardly study it in the full generality.
For this reason, we focus on a special class of quasi-cylindrical domains in the
sequel.

V.2 Quantum waveguides

In this last section we are concerned with a special class of quasi-cylindrical
domains: tubes. Our motivation is twofold. First, the tubular geometry is rich
enough to demonstrate the complexity of the class of quasi-cylindrical domains.
Second, the Dirichlet Laplacian in tubes is a reasonable model for the Hamilto-
nian in quantum-waveguide nanostructures. For simplicity, and also because we
have the physical motivation in mind, we restrict to three-dimensional tubes.
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V.2.1 The geometry of tubes

The tubes we consider are obtained as a suitable deformation of the straight
tube Ω0 := R × ω. Here ω ⊂ R2 is a bounded domain, which plays the role of
cross-section of the tube. We do not assume any regularity conditions about
the boundary ∂ω. The characteristic features of the deformed geometry are as
follows:

• unboundedness,

• uniform cross-section,

• local perturbation of Ω0.

The deformed tube, denoted by Ω, is introduced as follows (the geometric pre-
liminaries follow [18]).

The reference curve

We begin with a smooth (i.e. infinitely smooth) curve Γ : R → R3, which is
assumed to be parameterized by its arc-length. Regarding Γ as a path of a
unit-speed traveller in the space, it is convenient to describe its motion in a
(non-inertial) reference frame moving along the curve. One usually adopts the
so-called distinguished Frenet frame {e1, e2, e3} which satisfies the Serret-Frenet
formulae 


e1
e2
e3




.

=




0 κ 0
−κ 0 τ
0 −τ 0








e1
e2
e3



 . (V.4)

Here κ and τ is the curvature and torsion of Γ, respectively (actually defined
by (V.4)). The elements of the triad {e1, e2, e3} are called the tangent, nor-
mal and binormal vectors, respectively, and are obtained from {Γ̇, Γ̈, ...Γ} by the
Gramm-Schmidt orthonormalization process. One has to keep in mind that not
every curve in R3 possesses the distinguished Frenet frame (see Problem V.1),
but it always exists if the curvature is never vanishing, i.e. κ > 0. We refer to
the books [17, 28] for more details about the geometry of space curves.

Problem V.1. Give an example of smooth curve which does not possess the distinguished
Frenet frame.
Solution: [28, Chap. 1, p. 34]. 2

The general moving frame

A general moving frame along Γ can be introduced by rotating normal compo-
nents of the distinguished Frenet frame. More specifically, given a smooth func-
tion θ : R → R, we define a rotation matrix-valued function Rθ : R → SO(3)
by

Rθ :=




1 0 0
0 cos θ − sin θ
0 sin θ cos θ



 .

2Elaborate details.
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This give rise to a new moving frame {eθ1, eθ2, eθ3} by setting

eθi :=

3∑

j=1

Rθij ej , i ∈ {1, 2, 3} . (V.5)

Note that eθ1(s) = e1(s) for all s ∈ R, while eθ2(s) (respectively eθ3(s)) is rotated
with respect to e2(s) (respectively e3(s)) by the angle θ(s). Using (V.4), it is
easy to check that the new frame evolves along the curve via




eθ1
eθ2
eθ3




.

=




0 κ cos θ κ sin θ

−κ cos θ 0 τ − θ̇
−κ sin θ −(τ − θ̇) 0








eθ1
eθ2
eθ3



 . (V.6)

The curved tube

The curved tube Ω is defined by moving the cross-section ω along the reference
curve Γ together with a generally rotated frame (V.5). More precisely, we set

Ω := L(Ω0) ,

where Ω0 is the straight tube and

L : R3 → R3 :

{
(s, t) 7→ Γ(s) +

3∑

j=2

tj e
θ
j (s)

}
. (V.7)

Since the curve Γ can be reconstructed from the curvature functions κ and τ (cf [17,
Thm. 1.3.6]), the tube Ω is fully determined by giving the cross-section ω (including its
position in R2) and the triple of functions κ, τ and θ.

The image of Ω0 by L can be quite complex, in particular Ω can have self-
intersections we would like to avoid. Furthermore, our strategy to deal with the
curved geometry of the tube will be to use the identification

Ω ≃ (Ω0, G) ,

where the latter is the Riemannian manifold Ω0 equipped with the metric G =
(Gij) induced by the mapping L, i.e.,

Gij := (∂iL) · (∂jL) , i, j ∈ {1, 2, 3} .

Here the dot denotes the scalar product in R3. In other words, we parameter-
ize Ω globally by means of the “coordinates” (s, t) of (V.7). To this aim, we
need to impose natural restrictions in order to ensure that L induces a smooth
diffeomorphism between Ω0 and Ω.

Using (V.6), we find

G =




f2 + f2

2 + f2
3 f2 f3

f2 1 0
f3 0 1



 ,

f(s, t) := 1− [t2 cos θ(s) + t3 sin θ(s)]κ(s) ,

f2(s, t) := −t3 [τ(s)− θ̇(s)] ,
f3(s, t) := t2 [τ(s) − θ̇(s)] .

(V.8)
Consequently,

|G| := det(G) = f2 .
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By virtue of the inverse function theorem, the mapping L induces a local dif-
feomorphism provided that the Jacobian f does not vanish on Ω0. In view of
the uniform bounds

0 < 1− a ‖κ‖L∞(R) ≤ f ≤ 1 + a ‖κ‖L∞(R) <∞ , (V.9)

where the cross-section quantity

a := sup
t∈ω
|t|

measures the distance of the farthest point of ω to the origin of R2, the positivity
of f is guaranteed by the hypothesis

κ ∈ L∞(R) and a ‖κ‖L∞(R) < 1 . (V.10)

The mapping then becomes a global diffeomorphism if, in addition to (V.10),
we assume that

L is injective . (V.11)

Summing up, we have:

Proposition V.1. Assume (V.10) and (V.11). Then L : Ω0 → Ω is a smooth
diffeomorphism. Consequently, Ω can be identified with the Riemannian mani-
fold (Ω0, G). In particular, Ω is not self-intersecting.

The natural hypotheses

For the convenience of the reader, we summarize here characteristic conditions
needed for the construction of the tube Ω:

1. the reference curve Γ is smooth and possesses the distinguished Frenet frame;

2. the cross-section ω is bounded;

3. the angle function θ is smooth;

4. (V.10) and (V.11) hold.

These hypotheses will be assumed henceforth, without any further repetitions.

Relaxing the geometrical interpretation of Ω being a non-self-intersecting tube in R3, it
is possible to consider (Ω0, G) as an abstract Riemannian manifold where only the reference
curve Γ is embedded in R3. Then one does not need to assume (V.11), and the spectral results
below hold in this more general situation, too.

V.2.2 The Hamiltonian

Now we associate to Ω the Dirichlet Laplacian −∆Ω
D.

The initial Laplacian

Let us recall that, under the hypotheses (V.10) and (V.11), the tube Ω is an open
subset of R3. Hence, the corresponding Dirichlet Laplacian can be introduced
in the way as described in Section V.1.1:

D(−∆Ω
D) :=

{
ψ ∈ W 1,2

0 (Ω)
∣∣∣ ∆ψ ∈ L2(Ω)

}
, −∆Ω

Dψ := −∆ψ .
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The Laplacian in curvilinear coordinates

Our strategy to investigate −∆Ω
D is to express it in the coordinates determined

by (V.7). More specifically, recalling the diffeomorphism between Ω0 and Ω
given by L (cf Proposition V.1), we can identify the Hilbert space L2(Ω) with

H := L2
(
Ω0, f(s, t) ds dt

)

and the Dirichlet Laplacian can be identified with the Laplace-Beltrami operator

D(H) :=
{
ψ ∈W 1,2

0 (Ω0, G)
∣∣∣ ∆Gψ ∈ H

}
, Hψ := −∆Gψ .

Here
−∆G := −|G|−1/2∂i|G|1/2Gij∂j (V.12)

is a general expression for the Laplacian expressed in curvilinear coordinates
(the Einstein summation convention is adopted, with the range of indices being
1, 2, 3) and W 1,2

0 (Ω0, G) denotes the completion of C∞
0 (Ω0) with respect to the

norm

‖ψ‖H1
:=
√

(∂iψ,Gij ∂jψ)H + ‖ψ‖2H .

In our case, when the metric is given by (V.8), we have |G|1/2 = f and

G−1 =
1

f2




1 −f2 −f3
−f2 f2 + f2

2 f2f3
−f3 f3f2 f2 + f2

3



 .

The quadratic form associated with H is given by, D(h) = W 1,2
0 (Ω0),

h[ψ] =
(
∂iψ,G

ij ∂jψ
)
H

=
∥∥f−1

[
∂1ψ − (τ − θ̇)∂uψ

]∥∥2

H + ‖∇′ψ‖2H ,

where ∇′ := (∂2, ∂3) is the transverse gradient and ∂u := t3∂2 − t2∂3 is the
transverse angular derivative.

If the functions κ and τ − θ̇ are bounded, then the H1-norm is equivalent to
the usual norm in W 1,2(Ω0) and W 1,2

0 (Ω0, G) = W 1,2
0 (Ω0).

Problem V.2. Calculate the eigenvalues of G.
Solution:

1 ,

1
2

„

1 + f2 + f2
2 + f2

3 −
q

−4f2 +
`

1 + f2 + f2
2 + f2

3

´2
«

,

1
2

„

1 + f2 + f2
2 + f2

3 +
q

−4f2 +
`

1 + f2 + f2
2 + f2

3

´2
«

.

The passage from L2(Ω) to H is explicitly given by the unitary transform

U : L2(Ω) → H : {Ψ 7→ Ψ ◦ L =: ψ} .
Then H = U(−∆Ω

D)U−1. In particular, D(H) = UD(−∆Ω
D) and

W 1,2
0 (Ω0, G) = D(H1/2) = UD

`

(−∆Ω
D)1/2

´

= UW 1,2
0 (Ω0) .

As usual, the idea of expressing the Laplacian in curvilinear coordinates is
that a simple operator (−∆) acting on a complicated space (Ω) is transformed
to a more complicated operator (−∆G) acting on a simple space (Ω0).
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A unitarily equivalent operator

Finally, we transform H on H into a unitarily equivalent operator on a fully
straighten Hilbert space L2(Ω0). This is enabled by the unitary transform

Û : H → L2(Ω0) :
{
ψ 7→ f1/2ψ

}
,

which leads to Ĥ := ÛHÛ−1. To find an explicit form of Ĥ , we note that the
differential expression (V.12) is transformed to

|G|1/4(−∆G)|G|−1/4 = −|G|−1/4∂i|G|1/2Gij∂j |G|−1/4

= −∂iGij∂j + V ,

where

V := ∂i(G
ijFj) + FiG

ijFj with Fi := ∂i(log |G|1/4) .

(This is a general formula valid for any smooth metric G.) Hence,

D(Ĥ) =
{
ψ ∈ D(ĥ)

∣∣∣ − ∂iGij∂jψ + V ψ ∈ L2(Ω0)
}
,

Ĥψ = −∂iGij∂jψ + V ψ ,

in the distributional sense, where

D(ĥ) := C∞
0 (Ω0)

√
ĥ[·]+‖·‖2

,

ĥ[ψ] :=
(
∂iψ,G

ij∂jψ
)
− 2ℜ

(
∂iψ,G

ijFjψ
)

+
(
ψ, FiG

ijFjψ
)
.

Here we denote by ‖ · ‖ and (·, ·) the norm and inner product in L2(Ω0), respec-
tively.

Again, if κ, κ̇, τ and θ̇ are bounded functions, then the topology of D(ĥ) is

equivalent to that of W 1,2(Ω0) and we have D(ĥ) = W 1,2
0 (Ω0). Moreover, if in

addition κ̈, τ̇ and θ̈ are bounded, then V is a bounded function and

ĥ[ψ] =
∥∥f−1

[
∂1ψ − (τ − θ̇)∂uψ

]∥∥2
+ ‖∇′ψ‖2 + (ψ, V ψ) .

Then the study of −∆Ω
D is reduced to the study of a Schrödinger-type opera-

tor Ĥ .

V.2.3 Shrinking cross-section limit

Now, let us rescale the transverse variables

t 7→ εt ,

where ε > 0, which corresponds to initially considering the Dirichlet Laplacian
−∆Ωε

D in a tube Ωε := L(R×εω) with shrinking cross-section εω := {εt | t ∈ ω}.
Inspecting the dependence of the metric Gε on ε, where Gε(s, t) := G(s, εt), it
turns out that Ĥε (the operator obtained from Ĥ by replacing G by Gε) satisfies

Ĥε ∼ Lε := −
(
∂1 − (τ − θ̇)∂u

)2 − 1

ε2
∆′ − κ2

4
as ε→ 0 . (V.13)
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Here −∆′ := −∂2
2 − ∂2

3 is the transverse Laplacian and the curvature-induced
potential −κ2/4 is the only term which survives from V after taking the limit
ε→ 0.

(V.13) can be easily checked if it is understood as the corresponding quadratic-forms limit

∀φ, ψ ∈W 1,2
0 (Ω0) , ĥε(φ, ψ) − lε(φ, ψ) −−−→

ε→0
0

(assuming the boundedness of κ, κ̇, κ̈, τ , τ̇ , θ̇, θ̈, the (form) domains of Ĥε and Lε coincide).
This can be in turn used to prove the norm-resolvent convergence

‚

‚(Ĥε + i)−1 − (Lε + i)−1
‚

‚ −−−→
ε→0

0 .

Obviously, one cannot expect the operator Ĥε or Lε to have a limit as ε→ 0,
because their spectra explode (i.e., tend to infinity) in the limit. However,
(V.13) suggests that the spectrum of Ĥε can be approximated by the spectrum
of the simpler operator Lε, in the limit when the cross-section of the tube shrinks
to zero.

Moreover, the diverging term in (V.13) is less diverging when projected on
the lowest transverse mode J1, i.e., the eigenfunction of −∆ω

D corresponding to
its lowest eigenvalue E1, normalized to 1 in L2(ω). This suggests that

Lε ∼ Mε := P1LεP1 as ε→ 0 , (V.14)

where P1 is the lowest-transverse-mode projection

(P1ψ)(s, t) := J1(t)
(
J1, ψ(s, ·)

)
L2(ω)

.

Mε is essentially a one-dimensional operator. A simple calculation shows

Mε =

(
−∂2

1 + C(ω)(τ − θ̇)2 − κ2

4
+
E1

ε2

)
P1 with C(ω) := ‖∂uJ1‖2L2(ω) .

Summing up, the spectrum of Ĥε (and therefore of −∆Ωε

D ) in tubes of shrink-
ing cross-section is asymptotically determined by the exploding lowest trans-
verse eigenvalue E1/ε

2 plus the spectrum of the one-dimensional operator

−∆ + C(ω)(τ − θ̇)2 − κ2

4
on L2(R) .

From the effective potential we identify the different role of curvature κ on one
side and torsion τ , rotations θ̇ of cross-section ω and asymmetry of the cross-
section (given by C(ω)) on the other side.

Definition V.2 (bending). The tube Ω is said to be bent if the reference curve Γ
is not a straight line, i.e., κ 6= 0.

Definition V.3 (twisting). The tube Ω is said to be twisted if the cross-
section ω is not rotationally invariant with respect to the origin and τ − θ̇ 6= 0.

We can conclude that (at least in the asymptotic regime of ε→ 0)

• bending acts as an attractive interaction,

• twisting acts as a repulsive interaction.

It turns out that these effect hold for all positive ε (admissible with (V.10)
and (V.11)). In particular, bending leads to the existence of geometrically
induced bound states below the essential spectrum, while twisting induces geo-
metrically induced Hardy inequalities. See [18, 19] for more details.
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Elements of spectral theory

Here we recall the fundamental notions of spectral theory of unbounded opera-
tors in Hilbert spaces. More account on the theory can be found in the books
[16, 29, 6, 9].

A.1 Unbounded linear operators

Let H be a linear operator in a separable complex Hilbert space H, i.e., a linear
mapping of a subspace D(H) ⊂ H into H; D(H) is called the domain of H .
H is said to be densely defined if D(H) is dense in H. H̃ is called an extension
of H (or H is a restriction of H̃) if we have

D(H) ⊂ D(H̃) and ∀ψ ∈ D(H), H̃ψ = Hψ .

Any bounded operator on H can be extended to a bounded operator with
domain H (extension principle). Moreover, the boundedness of an operator H
is equivalent to its continuity (i.e., for any sequence ψn with limit ψ, it follows
that Hψn converges to Hψ). The set of bounded operators onH will be denoted
by B(H).

The continuity of bounded operators is so useful that we need to have a
replacement for it in the general situation. This is provided by the notion of
closedness: H is said to be closed if for any sequence ψn ∈ D(H) we have

ψn −−−−→
n→∞

ψ ∈ H

Hψn −−−−→
n→∞

φ ∈ H




 =⇒ ψ ∈ D(H) and Hψ = φ .

An operator H on H is said to be closable if H has a closed extension. H is
closable if, and only if, for any sequence ψn ∈ D(H) we have

ψn −−−−→
n→∞

0

Hψn −−−−→
n→∞

φ ∈ H




 =⇒ φ = 0 .

When H is closable, there exists a closed extension H , called the closure
of H , whose domain is smallest among all closed extensions. If H is closed, a
subset D ⊂ D(H) is called a core for H if H ↾D = H . The subset D is a core
for H if, and only if, for all ψ in D(H) there exists a sequence ψn in D such
that ψn → ψ and Hψn → Hψ as n→∞.

80
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A.2 Unbounded sesquilinear forms

A mapping h : D(h) × D(h) → C, with D(h) ⊂ H, such that ψ 7→ h(φ, ψ)
is linear for each fixed φ ∈ D(h) and φ 7→ h(φ, ψ) is semilinear for each fixed
ψ ∈ D(h) is called a sesquilinear form on H; D(h) is called the domain of h.
h is said to be densely defined if D(h) is dense in H. Extensions and restrictions
of forms are defined in an obvious way as in the case of operators.

The mapping from D(h) to C defined by ψ 7→ h[ψ] := h(ψ, ψ) is called the
quadratic form associated with h. h[ψ] determines h(φ, ψ) uniquely according
to the polarization identity

h(φ, ψ) =
1

4

(
h[φ+ ψ]− h[φ− ψ] + ih[φ− iψ]− ih[φ+ iψ]

)
. (A.1)

With each sesquilinear form h is associated an adjoint form h∗ defined as
follows:

D(h∗) := D(h) , h∗(φ, ψ) := h(ψ, φ) . (A.2)

A sesquilinear form h is said to be symmetric if h∗ = h. As is seen from the
polarization identity (A.1), h is symmetric if, and only if, h[ψ] is real-valued.

A symmetric form h is said to be bounded from below if there exists a real
constant c such that

∀ψ ∈ D(h), h[ψ] ≥ c ‖ψ‖2 .

In this case we simply write h ≥ c. The symmetric form h is said to be non-
negative if h ≥ 0.

A symmetric sesquilinear form h bounded from below is said to be closed if
for any sequence ψn ∈ D(h) we have

ψn −−−−→
n→∞

ψ ∈ H

h[ψn − ψm] −−−−−→
n,m→∞

0




 =⇒ ψ ∈ D(h) and h[ψn − ψ] −−−−→
n→∞

0 .

Let h be a symmetric sesquilinear form bounded from below. h is said to be
closable if it has a closed extension. h is closable if, and only if, for any sequence
ψn ∈ D(h) we have

ψn −−−−→
n→∞

0

h[ψn − ψm] −−−−−→
n,m→∞

0




 =⇒ h[ψn] −−−−→
n→∞

0 .

When this condition is satisfied, h has the closure (i.e. the smallest closed
extension) h defined in the following way:

D(h) :=

{
ψ ∈ H

∣∣∣∣ ∃{ψn} ⊂ D(h), ψn −−−−→
n→∞

ψ, h[ψn − ψm] −−−−−→
n,m→∞

0

}
,

h(φ, ψ) := lim
n→∞

h(φn, ψn) ;

any closed extension of h is also and extension of h. If h is closed, a subset
D ⊂ D(h) is called a core for h if h↾D = h. The subset D is a core for h if, and
only if, for all ψ in D(h) there exists a sequence ψn in D such that ψn → ψ and
h[ψn − ψ]→ 0 as n→∞.
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A.3 Self-adjointness

If H is a densely defined operator on H, its adjoint H∗ is (uniquely) defined as
follows:

D(H∗) :=
{
φ ∈ H | ∃φ∗ ∈ H, ∀ψ ∈ D(H), (φ,Hψ) = (φ∗, ψ)

}
,

H∗φ := φ∗ .

H∗ is always a closed operator (regardless whether H is closed or closable).
An operator H on H is said to be symmetric if it is densely defined and its

adjoint H∗ is an extension of H , i.e.,

H∗ ⊃ H .

H is symmetric if, and only if, it is densely defined and (I.7) holds.
An operator H on H is said to be self-adjoint if it is densely defined and

coincides with its adjoint H∗, i.e.,

H∗ = H .

Hence, H is self-adjoint if, and only if, it is symmetric and D(H) = D(H∗).
A symmetric operator H is called essentially self-adjoint if its closure H is

self-adjoint.
A symmetric operator H is said to be bounded from below if (I.8) holds.

A.4 Spectrum

The spectrum of an unbounded operator H on H is conventionally introduced
by means of the resolvent operator

R(z) := (H − z)−1 ,

well defined for all z which are not eigenvalues of H (i.e. H − z is injective).
The set

ρ(H) :=
{
z ∈ C

∣∣ H − z is injective ∧ R(z) ∈ B(H)
}

is called the resolvent set of H and its complement

σ(H) := C \ ρ(H)

is called the spectrum of H .
For a closed operator H on H we have by the closed graph theorem [16,

Sec. III.5.4] that

ρ(H) = {z ∈ C | H − z is bijective} .

Consequently, σ(H) coincides with the set of points λ ∈ C such that either
H−λ is not invertible or it is invertible but has range smaller than H. Since H
is closed, ρ(H) is open, consequently σ(H) is closed.

If H is not closed, then H − λ is not closed, consequently σ(H) = C. In other words
ρ(H) = ∅ and the (resolvent) operator-valued function z 7→ R(z) is nowhere defined. This is
why the closedness of H is so important in spectral theory.
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The set σp(H) of all eigenvalues of H , i.e.,

σp(H) :=
{
λ ∈ C | ∃ψ ⊂ D(H), ‖ψ‖ = 1, Hψ = λψ

}

is called the point spectrum of H . It is obviously contained in σ(H), but does
not exhaust the spectrum for a general unbounded operator H . If λ is an
eigenvalue ofH then the dimension of the kernel ofH−λ is called the (geometric)
multiplicity of λ.

The remaining part of the spectrum of a closed operator H is divided as
follows:

σc(H) :=
{
λ ∈ σ(H) | H − λ is injective ∧ R(H − λ) is dense in H

}
,

σr(H) :=
{
λ ∈ σ(H) | H − λ is injective ∧ R(H − λ) 6= H

}
.

Here σc(H) is called the continuous spectrum of H and σr(H) is called the
residual spectrum ofH . In this way, the spectrum decomposes into three disjoint
sets:

σ(H) = σp(H) ∪ σc(H) ∪ σr(H) .

For self-adjoint operators H , σ(H) ⊂ R and σr(H) = ∅. We rather use
the following, alternative disjoint partition of the spectrum of a self-adjoint
operator H :

σ(H) = σdisc(H) ∪ σess(H) .

Here the discrete spectrum σdisc(H) ⊂ σp(H) consists of those eigenvalues of H
which are isolated points of σ(H) and have finite multiplicity. The complement

σess(H) := σ(H) \ σdisc(H)

is called the essential spectrum of H and, by definition, it contains either accu-
mulation points of σ(H) or isolated eigenvalues of infinite multiplicity.
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tions aux dérivées partielles, 2000.

[21] E. H. Lieb and M. Loss, Analysis, American Mathematical Society, Provi-
dence, Rhode Island, 1997.

[22] E. Mourre, Absence of singular continuous spectrum for certain self-adjoint
operators, Commun. Math. Phys. 78 (1981), 391–408.

[23] M. Reed and B. Simon, Methods of modern mathematical physics, I. Func-
tional analysis, Academic Press, New York, 1972.

[24] , Methods of modern mathematical physics, II. Fourier analysis.Self-
adjointness, Academic Press, New York, 1975.

[25] , Methods of modern mathematical physics, IV. Analysis of opera-
tors, Academic Press, New York, 1978.

[26] B. Simon, Quantum mechanics for Hamiltonians defined by quadratic
forms, Princeton Univ. Press., New Jersey, 1971.

[27] , The bound state of weakly coupled Schrödinger operators in one
and two dimensions, Ann. Phys. 97 (1976), 279–288.

[28] M. Spivak, A comprehensive introduction to differential geometry, vol. II,
Publish or Perish, Houston, Texas, 1979.

[29] J. Weidmann, Linear operators in Hilbert spaces, Springer-Verlag, New
York Inc., 1980.



Notation

Here we point out some special notation used in the lectures.

◦ N∗ := N \ {0} where N = {0, 1, 2, . . .}.

◦ R+ := (0,+∞), R− := (−∞, 0).
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